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Résumé 

 

 

 

Résumé 

 

 
 

La machine asynchrone est très utilisée dans les processus industriels grâce à sa simplicité 

de fabrication est son faible coût. Néanmoins la commande de cette machine est difficile à cause 

des couplages qui existent entre les grandeurs qui décrivent son comportement. Ceci rend les 

commandes classique peut performantes est inadaptées pour cette machine. Plusieurs solutions 

ont été proposées pour la commande de la machine asynchrone comme la commande par 

orientation du flux, la commande directe du couple ou des variantes améliorées de celle–ci. 

Cependant ces commandes présentes des inconvenants comme la variation de la fréquence de 

commutation et des ondulations qui apparaissent sur le couple appliqué à la machine. 

Récemment, le développement de commandes de moteurs électriques capables de fournir un 

couple fort avec des ondulations faibles, a gagné en importance surtout pour les applications 

d’entraînement direct, telles que les machines-outils, les convoyeurs, les ascenseurs, etc. Des 

commandes avancées comme DTC-SVPWM ont été proposées pour la réduction des 

ondulations du couple du moteur, mais les résultats ne sont pas toujours très satisfaisant et la 

recherche dans ce domaines est toujours ont cours. Le but de ce travail de cette thèse est de 

contribution au développement de commandes DTC-SVPWM pour la réduction des 

ondulations du couple du moteur asynchrone. 

 

Mots clé : La machine asynchrone, ondulations du couple, DTC-SVPWM 

 



 

VI 

 

Abstract 

 

 

 

Abstract 

 

 
 

The induction machine is widely used in industrial processes thanks to its simplicity of 

manufacture and low cost. Nevertheless the control of this machine is difficult because of the 

couplings that exist between the quantities that describe its behavior. This makes the 

conventional controls can perform is unsuitable for this machine. Several solutions have been 

proposed for the control of the asynchronous machine such as flow orientation control, direct 

torque control or improved variants of it. However, these commands have unseemly effects 

such as the variation of the switching frequency and ripples that appear on the torque applied 

to the machine. Recently, the development of electric motor controls capable of providing high 

torque with low ripples, has gained importance especially for direct drive applications, such as 

machine tools, conveyors, elevators, etc. advanced controls like DTC-SVPWM have been 

proposed for the reduction of motor torque ripples, but the results are still not very satisfactory 

and research in this area is still ongoing.  The aim of this thesis topic is to contribute to the 

development of DTC-SVPWM controls for the reduction of induction motor torque ripples. 

 

Keywords: asynchronous machine, torque ripples, DTC-SVPWM 

 

 

 

 

 

 

 

 



 

VII 

 

Abstract 

 

 

 

 

 

 

 

 

 الملخص

 

 
 

تستخدم الآلة غير المتزامنة على نطاق واسع في العمليات الصناعية بفضل بساطتها في التصنيع وتكلفتها المنخفضة. 

جعل هذا يومع ذلك ، فإن التحكم في هذه الآلة صعب بسبب أدوات التوصيل الموجودة بين الكميات التي تصف سلوكها. 

نة . تم اقتراح العديد من الحلول للتحكم في الماكينة غير المتزامفعالة وغير مناسبة لهذه الماكينةأدوات التحكم التقليدية غير 

حكم ومع ذلك ، فإن عناصر الت مثل التحكم في اتجاه التدفق أو التحكم المباشر في عزم الدوران أو المتغيرات المحسنة منه.

خيرة . في الآونة الأا مثل اختلاف تردد التبديل والتموجات التي تظهر على عزم الدوران المطبق على الجهازهذه تقدم عيوبً 

، اكتسب تطوير أدوات التحكم في المحرك الكهربائي القادرة على توفير عزم دوران مرتفع مع تموجات منخفضة ، أهمية 

، والناقلات ، والمصاعد ، وما إلى ذلك ، وقد تم اقتراح عناصر  خاصة لتطبيقات القيادة المباشرة ، مثل أدوات الماكينة

للغاية ولا  محسنةلتقليل تموجات عزم دوران المحرك ، لكن النتائج لا تزال غير  DTC-SVPWMتحكم متقدمة مثل 

-DTCيزال البحث في هذا المجال قصيرا.  الهدف من موضوع هذه الأطروحة هو المساهمة في تطوير ضوابط 

SVPWM عزم دوران المحرك غير المتزامن. تموجات لتقليل 

 

 DTC-SVPWM ,تموجات عزم دوران  ,الآلة غير المتزامنة .المفتاحية:الكلمات 
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𝑉𝑟𝑑𝑉𝑟𝑞  Direct and quadratic rotor voltage components. 

 𝜙𝑟  Rotor flux. 

|𝜓𝑠|  Stator flux magnitude. 

𝑓𝑠  Stator frequency. 

c  Cutoff frequency. 

𝐿𝑠𝐿𝑟  Rotor and stator inductances respectively. 

𝑅𝑠𝑅𝑟  Rotor and stator resistances respectively. 

𝜎  Blondel's coefficient. 

𝑇𝑠𝑇𝑟  Stator and rotor time constants. 

𝜔𝑠  Synchronous speed. 

 𝜔𝑟  Rotor speed. 

𝜔𝑟  Mechanical speed. 

𝑝  Number of poles pairs. 

𝛤𝑒𝑚  Electromagnetic torque. 

𝑓 Coefficient of friction. 

𝑉𝑑𝑐  Dc-bus voltage. 

 𝛿 Load angle between the stator and rotor flux vectors. 

 𝜃𝑠  Flux angle. 

 𝐾𝑝𝐾𝑖  Proportional and integral gains respectively. 

𝜂  Efficiency. 
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List of Abbreviations 

IM                Induction Motor/ Machine. 

DTC             Direct Torque Control. 

EMF            Electro-Motive Force. 

PWM           Pulse Width Modulation. 

SPWM           Sinusoidal Pulse Width Modulation. 

SVPWM      Space Vector Pulse Width Modulation. 

VSI              Voltage Source Inverter. 

THD             Total Harmonics Distortion. 

PI                  Proportional-Integral. 

FO-PI             Fractional Order-Proportional Integral. 

MRAS            Model Reference Adaptive System. 

HPF                High-Pass Filter. 

LPF                Low-Pass Filter. 

FOC               Field Oriented Control. 

EKF               Extended Kalman Filter. 
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Motors are widely used to drive most industrial processes. Depending on the applications, 

these motors are of different types because the performance requirements are widely variable. 

As a result, these motors must respond actually to set point variations (speed, position, torque), 

within a wide range of operating frequency variations. Therefore, we must have direct access 

to the torque, in order to control it successfully, and to adapt the motor more precisely to the 

imposed requirements. These requirements are fully achieved by the DC motor. This can be 

illustrated by the natural decoupling between flux and torque. However, the presence of the 

commutator and brushes limits the power and/or the speed and requires regular maintenance. 

This is why, nowadays, we are progressively using permanent magnet synchronous motors and 

induction motors.  

The induction machine is particularly robust and low-cost, which makes it more useful in 

industrial applications. It is used in both simple and more complicated applications. 

Nevertheless, its control is more difficult to achieve than other electrical machines. Many 

strategies have been developed in order to make it a machine that exceeds others, even in 

controlled systems. 

The scalar control was the first control introduced in the industry, this control is very 

widespread for its simplicity and its reduced cost, and it occupied a large part of industrial 

applications with variable speeds. However, requests for higher-performance applications have 

motivated the researchers to achieve appropriate controls, which satisfy industrial requirements.  

Flux orientation vector control is based on effective control of the magnetic state. However, 

this design generally requires the insertion of a sensor on the shaft for the mechanical quantity 

knowledge. However, its sensitivity against the machine's parameter variations led to the search 

for other algorithms and the use of new control techniques appeared.  

The concept called “direct torque control” has appeared to be competitive with vector control 

techniques. Unlike the latter, which are based on rigorous mathematical calculations, direct 

control techniques were originally based on qualitative and simplified knowledge of machine 

behavior. This control is mainly based on simple hysteresis regulators and commutation tables. 

Its main advantages are fast dynamic torque response and low dependence on machine 

parameters. However, two major drawbacks arise. On the one hand, the determination of the 

switching states is based on output information of the non-linear elements of the hysteresis type, 

on the other hand, the switching frequency is variable, which leads to torque and flux 

oscillations. In order to overcome the classical DTC control's drawbacks, another technique that 

reduces the torque and flux oscillations has appeared which imposes a constant modulation 

frequency. This technique is called DTC with space vector modulation DTC-SVPWM. 

The work aim to improve the induction motor’s performance by reducing the torque’s 

ripples. Therefore, we proposed a new and simple estimation approach of stator flux that 

enhance torque at low speed. 

General Introduction 
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This thesis is organized as follows: 

In the first chapter, we will begin with an art state of the main control methods that 

industrially exist, in particular scalar vector control (FOC), and direct torque control (DTC), 

where we will present the progress in improving each control strategy. 

The second chapter is devoted to the study of the different PWM techniques, and we finish 

this chapter with the simulation result of SPWM and SVPWM techniques. In addition, the three-

phase induction machine modeling has been done. Then, simulation tests were presented to 

validate our model. MATLAB software and its SIMULINK environment were used to achieve 

this simulation. 

The third chapter gives an overview of the different strategies used to estimate the 

unmeasured quantities of the motor, where we proposed an easy and simple estimation method 

to improve the motor response at low speed. This method has been validated by simulation and 

experimental tests. 

The fourth chapter is devoted to direct torque control DTC, which is essentially based on the 

vector pulse width modulation technique. Where we used it with different control types such 

as; hysteresis controller, PI controller, fuzzy logic, and fractional order PI controllers. The 

simulation results given at the end of this chapter ensure that this control technique can be used 

to achieve high-performance torque control. 
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I.1 Introduction 

Electric machines are the most abundant actuators in industrial equipment and tertiary 

installations. Among all the types of existing machines, three-phase asynchronous motors and 

in particular squirrel-cage motors are by far the most used.  

These machines are more robust and less expensive and especially require less maintenance 

intervention. However, although their control by contactor-based equipment is perfectly suited 

for a large number of applications, permanent developments in the fields of power electronics 

and digital control have enabled the development of variable-speed drives not only for this 

motor but also for all AC machines in most variable-speed drives. That is the case for 

controlling start and stop settings with a soft starter-stopper, or for precise speed adjustment 

with variable speed drives. 

Considering that the induction machine is a multivariable nonlinear system, it remains a 

major challenge to master its dynamic behavior in speed and torque variation, because when 

high performance is required, quantitative knowledge of transient phenomena is assumed to be 

established. To this end, numerous controls have been designed to exploit the maximum 

performance of the machine at various operating points. 

 

I.2 Different control strategies for induction motor 

Typically, the induction motor has been powered at a fixed speed and frequency 

(50Hz/60Hz) directly from the AC power source. However, with the advancement of power 

electronic converters, it is now possible to use it with variable frequency by adding a converter 

between the motor and the AC power supply. This makes it possible to run this motor with 

variable speed [1][2]. 

The induction motor control is more difficult to achieve than other electrical motors. Many 

strategies have been developed to make it a machine that exceeds others, even in controlled 

systems. These technics are divided into two main categories, scalar control, and vector control. 

The most types of control used for the induction motor are [3]: 

 Scalar control. 

 Field oriented control. 

 Direct torque control. 

The various classifications of the control techniques for variable frequency drives are shown 

in Fig.1.1 below [4]. 
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Figure I. 1: Different strategies of a variable frequency control for IM drive 

I.2.1 Scalar control 

The expressions obtained from the model of the machine in a steady state are used to 

construct the control laws specific to this kind of control. The torque is controlled in a steady 

state where the flux of the machine is maintained at a fixed value using 𝑉/𝑓 control [5] [11]. 

This type of control is especially suitable for the average operating performance of the induction 

motor [6]. Despite its performance shortcomings, this control is widely used in the industry due 

to its simplicity and relatively low cost [7]. However, some papers in the literature try to 

improve it by using innovative methods like fuzzy logic-based regulator optimization or the 

addition of stabilizing algorithms while still being easy to use [8]. 

There are various scalar control techniques, based on whether we adjust either the voltage 

or the current [8] [9]. They mainly depend on the actuator's topology (voltage or current 

inverter). In small and medium power applications, where the voltage inverters are most 

common [10] [12] [13].  

At the output of the converter, we control [14]: 

 Either the voltages/currents magnitude as well as their frequency (Figure I.2). 

 

 

Figure I. 2: Ajustement principale 

 Alternatively, using an autopilot control which controls the stator frequency 𝑓𝑠 and 

either the voltage 𝑉𝑠 or the current 𝐼𝑠 by realizing 𝜔𝑠 = 𝜔𝑔 + 𝜔𝑟 using a mechanical 

speed sensor. 
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Figure I. 3: Tuning with Autopilot. 

The stator flux and 𝜔𝑠, as well as the torque, are required for the control of the rotor speed 

[15]. Furthermore, if we do not want to introduce a large error in the determination of 𝜔𝑠, the 

speed 𝜔𝑔 must be measured with extreme precision to be added to that very low speed 𝜔𝑟 [16]. 

Therefore, it is recommended to estimate them through observers [17]. This autopilot can be 

associated differently with a current or voltage supply [18]. The frequency converter assemblies 

that are employed, as well as the adjustment and control circuits, are very diverse [19]. 

The control diagram below (Figure (I.4)) shows how to regulate the machine's speed by 

reconstructing the stator pulsation from the speed and the rotor pulsation. This latter arises from 

the speed regulator and represents the machine's torque image. When the motor is loaded, the 

speed tends to decrease, and the regulator will increase the torque to keep the speed stable [20]. 

Therefore, the stator pulse is modified to maintain this balance [20] where the voltage is 

calculated to ensure the 𝑉/𝑓 control mode of the machine [21]. 

 

Figure I. 4: Voltage scalar control. 

 

I.2.2 Field Oriented Control (FOC)  

The vector control FOC (Field Oriented Control), with its two forms, direct DFOC (Direct 

Field Oriented Control) and indirect IFOC (indirect field oriented control) [22],  which 

significantly outperforms the previous one in terms of its capacity for high-performance control 
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and is still extremely competitive in the electrical machine control field [23]. Since Hasse and 

Blaschke's developed it in Germany towards the end of the 1960s (IFOC) and the beginning of 

the 1970s (DFOC), It is constantly updated to incorporate new developments [24]. The principle 

of the FOC is the independent control of the machine's flux and torque, similar to a separately 

excited DC machine [25]. Where the instantaneous stator currents are transformed in a rotating 

frame aligned with either the rotor, stator, or the air gap, in order to produce two components 

of the current, according to the axis 𝑑 (the component which controls the flux), and that of the 

𝑞 axis (the component that controls the torque) [26]. The FOC technique's main issue is with 

the proportional-integral (PI) regulators that are highly sensitive to the machine's parametric 

properties, especially the rotor time constants 𝑇𝑟 and stator time constants 𝑇𝑠 [27]. Given this 

aspect, all researchers who have studied the FOC's fundamental forms have been interested to 

overcome this issue by enhancing its reliability and robustness against the inevitable parametric 

variations. Several works have been implemented, among them that suggested online  

identification of the stator time constant 𝑇𝑠 and rotor time constant 𝑇𝑟 for the proper slip angular 

speed calculation [28][29]. Actually, these works have made a significant contribution to the 

improvement of torque and speed dynamic response. To solve the problems of PI controller, 

sliding mode controller used with FOC control has demonstrated its robustness in the presence 

of uncertainties, particularly parametric variations and external perturbation, and since then, 

several works have sequentially followed one another, but with the issue of the phenomenon of 

chattering due to the discontinuity of controlling [30]. However, the inclusion of smooth 

integral control or the use of fuzzy logic-based techniques can overcome this phenomenon 

[31][32][33]. It is important to note that some researchers have combined the same control 

sliding mode regulators and proportional-integral PI regulators and introduced the space vector 

pulse-width modulation technique SVPWM [34][35][36]. The results obtained are satisfactory 

because the SVPWM (Space Vector Pulse Width Modulation) technique reduces the stator 

currents harmonics, and improves the steady state problem of torque, flux, and current ripples, 

while the sliding mode controller contributes to the system's robustness. 

One difference between direct and indirect vector control is that, in direct vector control, we 

must have knowledge about the rotor flux to implement its regulation, whereas, in indirect 

vector control, we are freed from the knowledge of this flux by making some approximations 

[37]. This method requires a good knowledge of both the magnitude and the phase of the rotor 

flux, and this must be verified by whatever the dynamic stat is carried out.  

A first possibility is to put flux sensors in the air gap, and directly measure the components 


𝑟𝛼

  and 
𝑟𝛽

in order to deduce the magnitude and the phase [38]. The sensors are mechanically 

fragile, and subject to severe conditions due to vibrations and overheating. The rotor flux 

knowledge precision depends on the inductive parameters affected by the magnetic circuit 

saturation [39]. On the other hand, the caught signals are marred by noise generated by the 

notches and require adjustable filters. 

 Direct measurement allows knowing exactly the position of the flux [40]. Regardless of the 

operating point, this control mode ensures proper decoupling of flux and torque. However, it 

requires the use of a motor equipped with flux sensors, which considerably increases the cost 

of its manufacture and makes its application more delicate. (Figure I.5) [40]. 
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Figure I. 5: Direct vector control of an induction motor. 

𝑓𝑒𝑚𝑑 , 𝑓𝑒𝑚𝑞 : Compensation terms. 

In the majority of applications, the usage of flux sensors is generally avoided. instead, we 

use estimators (open loop) or observers (closed loop) of the flux derived from conventional 

measurements (current, voltage, speed) that are easily accessible and carried out, figure (I.6). 

 

Figure I. 6: Direct vector control of an IM with rotor flux observer. 

The idea behind indirect control is to just evaluate the flux's position rather than measuring 

(or estimating) its magnitude [41]. It involves estimating the flux vector's position and adjusting 

its magnitude in an open loop [42]. The voltages or currents ensuring flux orientation and 

decoupling are evaluated from the model machine in a dynamic state. This method has been 

favored by the development of microprocessors; it is very sensitive to the machine’s parametric 

variations. It is important to highlight that the indirect method is the simplest to carry out and 

the most used than the direct method. However, the selection between the two approaches varies 

from application to application [43]. The principle of this control method is to ignore the rotor 

flux magnitude and only consider its position as obtained using the reference values [44]. The 

advantage of this approach is that a flux sensor is not required. However, the use of a rotor 
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position sensor is unavoidable. This technique requires using an IFOC (Indirect Field Oriented 

Control) block to produce the supply voltages required to generate the desired flux and torque 

[45]. The IFOC control block generates the three command inputs 𝑣𝑠𝑑
∗  , 𝑣𝑠𝑞

∗  and ωm
∗ , Based on 

the two reference inputs (𝑖𝑠𝑞
∗ , 

𝑟
∗
) which ensure the decoupling [46]. These control quantities 

generated by the IFOC, are used to control the direct 𝑖𝑠𝑑 and quadratic 𝑖𝑠𝑞 components of the 

stator current to obtain currents identical to the reference currents, and consequently, the flux 

and the torque are maintained at their reference values [47]. In our case, the voltages or currents 

ensure decoupling and flux orientation. When the machine is supplied with voltage, it is 

necessary to create the electrical model of the process to develop the necessary algorithms for 

determining the tuning variables  𝑣𝑠𝑑and  𝑣𝑠𝑞 [48]. Considering the flux  
𝑟
 oriented on the 𝑑 

axis and taking into account the flux and voltage equations, we obtain [49]: 

{
 
 
 
 

 
 
 
 𝑣𝑠𝑑 = [𝑅𝑠 + 𝐿𝑠𝜎

𝑑

𝑑𝑡
] 𝑖𝑠𝑑 − 𝜔𝑠𝐿𝑠𝜎𝑖𝑠𝑞

𝑣𝑠𝑞 = [𝑅𝑠 + 𝐿𝑠𝜎
𝑑

𝑑𝑡
] 𝑖𝑠𝑞 + 𝜔𝑠𝐿𝑠𝜎𝑖𝑠𝑑 +

𝐿𝑚

𝐿𝑟
𝜔𝑠𝜙𝑟

𝑇𝑟
𝑑𝜙𝑟

𝑑𝑡
+ 𝜙𝑟 = 𝐿𝑚𝑖𝑠𝑑

𝐿𝑚

𝑇𝑟
𝑖𝑠𝑞 = 𝜔𝑟𝜙𝑟

𝛤𝑒𝑚 = 𝑝
2

3
[
𝐿𝑚

𝐿𝑟
] 𝜙𝑟𝑖𝑠𝑞

                                  (I.1) 

The goal is to limit the effect of an input to a single output. [50]. Then, we can model the 

process as a collection of mono-variable systems that develop in parallel with no interaction 

between the controls. 

In steady state, we find the equations of the indirect vector control of the induction motor 

for the Park voltages 𝑣𝑠𝑑 and  𝑣𝑠𝑞 [51]: 

{
𝑣𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 − 𝜔𝑠𝐿𝑠𝜎𝑖𝑠𝑞
𝑣𝑠𝑞 = 𝜔𝑠𝐿𝑠𝑖𝑠𝑑 + 𝑅𝑠𝑖𝑠𝑞

                                                                     (I.2) 

In addition, the steady-state flux equation becomes [52]: 

𝜙𝑟 = 𝐿𝑚𝑖𝑠𝑑 𝑖𝑠𝑑 =
𝜙𝑟

𝐿𝑚
                                                          (I.3) 

 

Figure I. 7: Indirect vector control of an IM. 
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The indirect vector control method for an induction motor with variable speed is shown in 

Figure (I.7). After sensing the rotational speed at the level of the motor rotor shaft, the latter 

will be compared to the reference speed. 

I.2.3 Classical direct Torque Control 

The control of the induction motor has been the subject of numerous studies in recent years 

to achieve an accurate and fast torque response while reducing the complexity of the flux-

oriented vector control. Therefore, the creation of direct torque and flux control (DTC) by 

Takahashi (DTC) and Depenbroak (Direct Self Control-DSC) in the middle of the 1980s was 

recognized as an implementable approach to achieve those previous conditions [53].  

The DTC has opened a new horizon in the control field; in fact, this technique's fundamental 

idea is to control the motor's flux and torque independently [54]. This is achieved through 

hysteresis comparators to reduce torque and flux errors within the hysteresis band limits, these 

comparators compare the reference values with the estimated values, then directly control the 

inverter's states. Without going through rigorous calculations of transformation between 

reference frames, fewer regulators are considered overly sensitive to parameter variations, and 

no requirement for a pulse width modulation (PWM) or (PWM) generator. The biggest 

drawback of the DTC is the ripple that the torque, flux, and current generate. This is caused by 

the fact that when the flux is outside the hysteresis band, the inverter's frequency changes and 

the flux follows an optimal path towards the desired value [55]. These have an effect on speed 

estimation and its response, and in the creation of acoustic noises as well [56]. 

Like the FOC, several works come from the two basic forms suggested by Takahashi and 

Depenbroak to overcome these persistent issues. Some have used the multilevel inverter, but 

this solution turns out to be complex and expensive. Others have used the SVM (Spatial Vector 

Modulation) technique [57]. Its main idea is to impose the appropriate voltage vector through 

space vector modulation [58]. As a result, ripples are significantly reduced, although not at a 

completely constant switching frequency, especially considering that this method had 

parametric dependencies, particularly on the stator resistance, and required extensive online 

calculations [59]. In some research, the truth table (Takahashi table) has been enlarged by 

applying a larger number of vectors than those applied in classical DTC using five-level 

comparators [60]. This technique, known as DSVM (discrete space vector modulation), has 

been implemented in simulation and carried out experimentally. The results showed the 

effectiveness of this method in processing ripples without adding complexity to the original 

DTC. Recently, other studies have used fuzzy logic; either to adapt the hysteresis band and have 

obtained satisfactory results even at low speeds or to optimize the Takahashi table with good 

torque and flux performance in the steady state [61][62]. Others have used the technique which 

combines SVM with fuzzy logic DTC control (FLDTC); ripples were significantly minimized 

at the nearly constant switching frequency [63] [64]. 

The objective of the DTC strategy is to achieve effective control, both steady state and 

dynamic state, by combining several switching strategies. Appropriate voltage vector selection, 

at each sample period, is made to keep torque and flux within the two-hysteresis bands [65]. 

In particular, the selection is made on the basis of the instantaneous flux error ø𝑠 and the 



Chapter I                                                            The different induction motor control techniques 

 

10 

electromagnetic torque Γ𝑒𝑚 [66].  Several voltage vectors can be chosen for a specific flux and 

torque combination. Each one has an impact on torque and current ripple, dynamic 

performance, and two- or four-quadrant operation, where the decision is based on a 

predetermined strategy. 

Figure (I.8) shows the stator flux in the (𝛼, 𝛽) frame, and the effect of the different states of 

a two-level VSI according to the torque and the variation of the stator flux magnitude. 

 

Figure I. 8: Influence of the chosen voltage vector on the variation of the stator flux magnitude and 

the torque. 

The control table is built according to the variables state (𝛥𝜑) and (𝛥𝛤𝑒𝑚), and the sector N 

of the flux position 𝜑𝑠. Which takes the following form [67]: 

Table I. 1: Takahashi's switching table. 

N 1 2 3 4 5 6 
 

𝛥𝜑 =1 

ΔΓem=1 V2 V3 V4 V5 V6 V1 

ΔΓem =0 V7 V0 V7 V0 V7 V0 

ΔΓem =-1 V6 V1 V2 V3 V4 V5 

 

𝛥𝜑 =0 

ΔΓem =1 V3 V4 V5 V6 V1 V2 

ΔΓem =0 V0 V7 V0 V7 V0 V7 

ΔΓem =-1 V5 V6 V1 V2 V3 V4 

The structure of classical DTC applied for induction motor is shown in Figure (I.9). 

 

Figure I. 9: General structure of the Classical Direct Torque Control (CDTC). 
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The reference values for the stator flux magnitude and the torque are compared with the 

estimated values. The output provides the stator flux and electromagnetic torque errors that will 

be fed into a two-level flux magnitude and three-level torque hysteresis controller respectively 

as shown in Figure (I.9). The three-level comparator allows the machine to control in both 

rotational directions, in positive and negative torque. 

I.2.3.1 Main features of the DTC technique [68] 

 DTC is based on selecting the best inverter switching vectors. 

 Indirect control of the machine's stator currents and voltages. 

 Obtaining stator fluxes and currents close to sinusoidal forms. 

 The machine's dynamic torque response is very fast. 

 The presence of torque ripple is dependent on the hysteresis comparators' bandwidth. 

 The switching frequency of the inverter depends on the hysteresis bands magnitude. 

I.2.3.2 Advantages and drawbacks of DTC  

I.2.3.2.1 Direct torque control advantages [69] 

 It is not necessary to transform the coordinates, because the currents and the voltages 

are in a frame linked to the stator. 

 Uses a simplified model of the induction motor. 

 Elimination of calculating PWM modulation block. 

 As in the case of vector control, it is not necessary to decouple the currents from the 

control voltages. 

 It requires two hysteresis comparators and a single PI-type for the speed controller, 

while vector control requires two more PI regulators and a PWM modulator. 

 It is not necessary to know the rotor position angle with great precision, because only 

the sector information in which the stator flux vector is located is necessary. 

 The dynamic torque response is very fast. 

 Robustness against parametric variations. 

 Possibility of applying the system algorithms with acquisition cards. 

I.2.3.2.2 Direct torque control drawback [70] 

 The existence of problems at low speed due to the resistive term. 

 The requirement for stator flux and torque estimations. 

 The existence of torque oscillations. 

 Variable switching frequency. 

I.2.4 DTC with Space Vector Pulse Width Modulation SVPWM (DTC-SVPWM) 

The switching frequency is not constant for conventional DTC control. This causes torque 

oscillations, which can excite mechanical resonances, and high harmonic content, both of which 

increase losses in the motor [71]. The use of more robust hysteresis regulators is a solution to 

the issue of tracking rapidly shifting trajectories. In this instance, the reference frame 𝑎𝑏𝑐 is 

used to regulate the currents [72]. The basis of the hysteresis regulation principle is to control 



Chapter I                                                            The different induction motor control techniques 

 

12 

the inverter switches such that the change in current in each machine's phase occurs within a 

band (±∆I) around the current references. 

Many methods have been presented to fix these problems. An overview of constant 

modulation frequency controls will be given here. Direct Torque Control Based on Space Vector 

Modulation [73]. They use space vector pulse width modulation (SVPWM), and the algorithm 

is then more complex, but torque and flux oscillations are reduced. Authors in [73] also 

presented an algorithm allowing to have a constant modulation frequency. Its main feature is 

the elimination of hysteresis regulators and the vector selection table, which eliminates the 

problems associated with them (the inconstant switching frequency). With this method of 

control, the inverter works at a constant frequency, where SVPWM modulation is applied to the 

output vector of the control. The objective of this method is to achieve direct control of the 

stator flux vector, in a reference frame linked to the stator (𝛼, 𝛽). By projecting these two 

vectors into the (𝛼, 𝛽) frame, their polar components can be determined. From these 

components, the desired stator flux vector at a given instant is calculated. The SVPWM 

modulation will be applied to this vector to obtain the switching states of the inverter. The 

algorithm is then more complex, but the torque and flux oscillations are reduced. 

For the DTC control strategy with imposed switching frequency, the authors in [74] have 

proposed to move the voltage vector adjacently in the phase plane; these displacements make 

it possible to minimize the voltage derivatives. Under these conditions, the torque and flux 

ripple frequency is perfectly controlled and fixed. The obtained results in the simulation show 

that the performance is significantly better than that obtained with the classical DTC strategy 

(without frequency control). 

In [75], the authors presented the DTC based on the neuron-fuzzy controller, which has 

advantages such as constant switching frequency, unipolar voltage, no distortion in the response 

on torque made by the changes of the sector, and no problems operation at low speed. 

The block diagram of the control structure is shown in Figure (I.10). Two PI controllers are 

used to regulate flux and torque. 

 

Figure I. 10: DTC-SVPWM direct torque and flux control of an induction motor. 

In this arrangement, there are two proportional integral (PI) type controllers, which adjust 

the torque and stator flux magnitude instead of the hysteresis band. The two PI controllers 

produce a control voltage to control the inverter. 
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I.3. Conclusion 

In this chapter, We started with the latest and most popular industrial control technologies, 

in particular scalar control, vector control (FOC), and direct torque control (DTC). Firstly, we 

illustrated the different scalar control techniques, based on the voltage or current inverter. 

Besides, we have studied the problems related to the use of FOC control such as parametric 

variations, where we presented the progress in terms of improvements of this control strategy 

against this problem. Moreover, the problems of classical DTC which are the presence of torque 

oscillations and variable switching frequency are also discussed, where we suggested using 

DTC-SVPWM to overcome these problems. The next chapter will be devoted to the 

mathematical modeling of the induction motor and the study of different pulse width 

modulation techniques (PWM) where we will choose the most adequate technique to combine 

it with DTC control applied to the induction motor. 
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II.1 Introduction 

A mathematical model is used to represent or reproduce a given real system. The interest of 

a model is the analysis and prediction of the static and dynamic behavior of the physical system. 

This chapter's goals are to provide an overview of both the three-phase induction machine 

modeling (using state equations for voltage control) and choosing an adequate Pulse Width 

Modulation (PWM) strategy to deal with the motor.     

In this chapter, we will present the three-phase induction machine`s mathematical model and 

its transformation into the two-phase (α, β) Concordia system. Moreover, we will study various 

techniques of the PWM used for controlling the inverter. Then we will set up the simulation 

results of the induction machine powered by the three-phase network. 

II.2 operating principle 

To operate the machine in motor mode, the rotor must be rotated in the direction of the 

rotating magnetic field, at a speed lower than the synchronous speed (the speed of the rotating 

field), which is expressed by the following equation [1]. 

𝛺𝑠 =
60 𝑓

𝑝
  (II.1) 

With: 

𝛺𝑠: Synchronism speed; 

𝑓: Electric Network Frequency (ENF); 

𝑝: Number of pole pairs. 

The speed at which this machine begins to operate (motor mode operation) when it is linked 

to the electrical network is just a little bit slower than the speed of the stator magnetic field [2]. 

If the rotational speed of the rotor becomes the same (synchronous) as that of the magnetic 

field, no induction appears in the rotor, therefore no interaction happens with the stator (motor 

stopped) [3].  Finally, if the rotation speed of the rotor is slightly higher than that of the stator 

magnetic field (generator mode operation); an electromagnetic force similar to that obtained 

with a synchronous generator will be developed [4]. The difference between the rotation speed 

of the rotor and that of the magnetic field is called the slip [5], practically its value does not 

exceed few percent.  

However, from a certain rotational speed, a noticeable decrease in the motor`s stator flux 

occurs, which requires more current for a similar torque. After reaching a maximum torque 

value, a reduction in torque and consequently electrical power is observed.  

Figure (II.1) illustrates the induction motor components [6].   
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Figure II. 1: Induction motor components [6]. 

II.3 Induction Machine Modeling 

II.3.1 Mathematical model of the induction motor 

Modeling of any physical system   is necessary in the research field because it allows 

researchers to predict how the system can be improved against various phenomena, thus, 

learning more about the mechanisms that control it. The induction machine can be modeled by 

different methods, depending on the desired purposes. The following models are developed in 

this chapter: 

 Models in 𝑎𝑏𝑐 frame, resulting from differential equations controlling the operation of 

the machine. They are used mainly for the steady-state study [8] [9]. 

 The models resulting from Concordia’s transformation are commonly used for the 

dynamic-state study and direct torque control (DTC) [10]. 

II.3.2 simplifying assumptions  

An induction machine, with its windings distribution and geometry, is so complex that it 

cannot be analyzed, taking into account its exact configuration. Then, it is necessary to adopt 

simplifying assumptions [11][12]: 

 The constant air gap; 

 The neglected notching effect; 

 Sinusoidal spatial distribution of magneto-motor air forces; 

 Unsaturated magnetic circuit with constant permeability; 

 Negligible ferromagnetic losses; 

 The skin effect and warming effect on the characteristics are not taken into account. 

Among the important consequences of these assumptions are: 

 The association of flux. 

 The self-inductances constancy; 

 The invariance of stator resistances and rotor resistances; 
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 The sinusoidal variation law of the mutual inductances between the stator and rotor 

windings in terms of the electric angle of their magnetic axes, 

The induction machine is represented schematically in Figure (II.2). It has six windings: 

 The machine stator consists of three fixed windings shifted by 120o in space and crossed 

by three variable currents. 

 The rotor can be modeled by three identical windings shifted in space by 120o. These 

windings are short-circuited and the voltage across them is zero. 

 

Figure II. 2: Representation of the induction machine. 

II.3.3 Induction Machine Modeling 

As mentioned above, to ensure motor operation, the IM's rotation speed must be lower than 

the synchronization speed (positive slip). Unlike the synchronous machine, the IM does not 

have a separate inductor. Therefore, it requires a reactive power input for its magnetization. 

When it is connected directly to the grid, the latter provides the required reactive power. On the 

other hand, in autonomous operation, it is necessary to bring this energy either by a battery of 

capacitors or by a controlled static converter (an inverter). 

A mathematical model is necessary for the analysis of the IM's operation in both motor and 

generator modes. The analytical modeling will be presented in the section below. 

II.3.3.1 Electrical equations of the asynchronous machine in the three-phase reference 

The induction machine is of three phase nature. Taking into account the assumptions 

mentioned above, and using the diagram shown in Figure (II.2), the induction machine's basic 

equations are [13] [14]: 

[𝑣𝑠𝑎𝑏𝑐]
𝑇 = [𝑅𝑠][𝑖𝑠𝑎𝑏𝑐]

𝑇 +
𝑑

𝑑𝑡
[𝜑𝑠𝑎𝑏𝑐]

𝑇   (II.2) 

[𝑣𝑟𝑎𝑏𝑐]
𝑇 = 0 = [𝑅𝑟][𝑖𝑟𝑎𝑏𝑐]

𝑇 +
𝑑

𝑑𝑡
[𝜑𝑟𝑎𝑏𝑐]

𝑇   (II.3) 

With: 

 𝑣𝑠𝑎𝑏𝑐 : The voltages applied to the three-stator phases. 

𝑖𝑠𝑎𝑏𝑐 : The currents that cross the three-stator phases. 

𝜑𝑠𝑎𝑏𝑐 : The total flux through these windings. 

𝑅𝑠 : The stator resistance.   

𝑅𝑟: The rotor resistance. 
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Each flux comprises an interaction with the currents of all the phases including its own. 

[
 
 
 
 
 
𝜑𝑠𝑎
𝜑𝑠𝑏
𝜑𝑠𝑐
𝜑𝑟𝑎
𝜑𝑟𝑏
𝜑𝑟𝑐 ]
 
 
 
 
 

=   

[
 
 
 
 
 
𝑙𝑠 𝑚𝑠 𝑚𝑠
𝑚𝑠 𝑙𝑠 𝑚𝑠
𝑚_𝑠 𝑚𝑠 𝑙𝑠

𝑚1 𝑚3 𝑚2
𝑚2 𝑚1 𝑚3
𝑚3 𝑚2 𝑚1

𝑚1 𝑚2 𝑚3
𝑚3 𝑚1 𝑚2
𝑚2 𝑚3 𝑚1

𝑙𝑟 𝑚𝑟 𝑚𝑟
𝑚𝑟 𝑙𝑟 𝑚𝑟
𝑚𝑟 𝑚𝑟 𝑙𝑟 ]

 
 
 
 
 

 

[
 
 
 
 
 
𝑖𝑠𝑎
𝑖𝑠𝑏
𝑖𝑠𝑐
𝑖𝑟𝑎
𝑖𝑟𝑏
𝑖𝑟𝑐]
 
 
 
 
 

   (II.4) 

Where: 

𝑙𝑠 Is the self-inductance of a stator phase. 

𝑙𝑟 Is the self-inductance of a rotor phase. 

𝑚𝑠 Is the mutual inductance between two stator phases. 

𝑚𝑟 Is the mutual inductance between two rotor phases. 

𝑚𝑠𝑟 Is the maximum mutual inductance between a stator phase and a rotor phase.    

𝑚1 = 𝑚𝑠𝑟 cos(𝜃) (II.5) 

𝑚2 = 𝑚𝑠𝑟 cos (𝜃 −
2𝜋

3
) (II.6) 

𝑚3 = 𝑚𝑠𝑟 cos (𝜃 +
2𝜋

3
) (II.7) 

 

II.3.3.2 Three-Phase/Two-Phase Transformation (Concordia and Clarke 

Transformation) 

The aim of using this transformation is to switch from a three-phase 𝑎𝑏𝑐 system to the 

stationary two-phase 𝛼𝛽 system [15] [16] [17]. There are mainly two transformations: Clarke 

and Concordia transformations. The magnitude of the converted quantities is saved by Clarke 

transformation, but neither the power nor the torque is (we must multiply by a coefficient of 

3/2) [18]. While Concordia transformations keep the power but not the magnitude [19]. 

Table II. 1: Concordia and Clarke transformation. 

Concordia Transformation Clarke Transformation   

[

𝒙𝒂
𝒙𝒃
𝒙𝒄
]
𝑭𝟐𝟑
→ [

𝒙𝜶
𝒙𝜷
] i.e. [𝒙𝜶𝜷]

𝑻
= 𝑭𝟐𝟑[𝒙𝒂𝒃𝒄]

𝑻  

with : 𝑭𝟐𝟑 = √
𝟐

𝟑
[
𝟏 −

𝟏

𝟐
−
𝟏

𝟐

𝟎
√𝟑

𝟐
−
√𝟑

𝟐

] 

[

𝑥𝑎
𝑥𝑏
𝑥𝑐
]
𝐺23
→ [

𝑥𝛼
𝑥𝛽
] i.e. [𝑥𝛼𝛽]

𝑇
= 𝐺23[𝑥𝑎𝑏𝑐]

𝑇  

with: 𝐺23 =
2

3
[
1 −

1

2
−
1

2

0
√3

2
−
√3

2

] 
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Table II. 2: Transformation of a two-phase αβ system to a three-phase abc system. 

Inverse Concordia transformation  Inverse Clarke transformation 

 

[
𝒙𝜶
𝒙𝜷
]  
𝑭𝟑𝟐
→ [

𝒙𝒂
𝒙𝒃
𝒙𝒄
] i.e. [𝒙𝒂𝒃𝒄]

𝑻 = 𝑭𝟑𝟐[𝒙𝜶𝜷]
𝑻
  

with : 𝑭𝟑𝟐 = √
𝟐

𝟑

[
 
 
 
𝟏

−
𝟏

𝟐

−
𝟏

𝟐

𝟎
√𝟑

𝟐

−
√𝟑

𝟐 ]
 
 
 

 

 

[
𝑥𝛼
𝑥𝛽
]
𝐺32
→ [

𝑥𝑎
𝑥𝑏
𝑥𝑐
] i.e. [𝑥𝛼𝛽]

𝑇
= 𝐺32[𝑥𝑎𝑏𝑐]

𝑇  

with : 𝐺32 =

[
 
 
 
1

−
1

2

−
1

2

0
√3

2

−
√3

2 ]
 
 
 

 

 

II.3.3.3 Three-Phase/Two-Phase Transformation (Park Transformation) 

Park transformation is a transformation of the fixed three-phase reference frame relative to 

the stator in a two-phase reference frame [20]. It allows moving from the 𝑎𝑏𝑐 reference to the 

(𝑑, 𝑞) reference, where d refers to the direct axis and q to the quadrature axis. The 

(α, β) reference frame is always fixed according to the abc frame [21], where the (𝑑, 𝑞)  

reference frame is mobile [22]. 

This transformation reduces the complexity of the system. The reference frame position can 

be fixed according to the three referential [23] [24]: 

• Reference system linked to the rotating field. 

• Referential linked to the stator. 

• Reference system linked to the rotor. 

The transformation matrix of Park and its inverse are given by: 

{
 
 
 
 

 
 
 
 

𝑃(𝜃) = 𝑘

(

 
 
cos(𝜃) cos (𝜃 −

2𝜋

3
) cos (𝜃 +

2𝜋

3
)

−sin(𝜃) −sin (𝜃 −
2𝜋

3
) −sin (𝜃 +

2𝜋

3
)

1

√2

1

√2

1

√2 )

 
 

𝑃(𝜃)−1 = 𝑃(𝜃)𝑇 = 𝑘

(

 
 

cos(𝜃) −sin(𝜃)
1

√2

cos (𝜃 −
2𝜋

3
) −sin (𝜃 −

2𝜋

3
)

1

√2

cos (𝜃 +
2𝜋

3
) −sin (𝜃 +

2𝜋

3
)

1

√2)

 
 

 (II.8) 

Where 𝑘 is a constant that can take the value 2/3 for the transformation with no power 

conservation or √2/3 for the transformation with power conservation [25]. 
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II.3.4 Model of the induction machine in the Park referential  

The Park transformation consists in applying to the currents, voltages, and flux a change of 

variables involving the angle between the windings axis and the axis of the Park (𝑑, 𝑞) frame 

[26]. 

Equations (I.2), (I.3), and (I.4) give rise to the following system [27]: 

{
𝑣𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 +

𝑑𝜙𝑠𝑑

𝑑𝑡
−𝜔𝑠𝜑𝑠𝑞

𝑣𝑠𝑞 = 𝑅𝑠𝑖𝑠𝑞 +
𝑑𝜙𝑠𝑞

𝑑𝑡
+ 𝜔𝑠𝜑𝑠𝑑

  (II.9) 

{
𝑣𝑟𝑑 = 0 = 𝑅𝑟𝑖𝑟𝑑 +

𝑑𝜙𝑟𝑑

𝑑𝑡
− 𝜔𝑟𝜑𝑟𝑞

𝑣𝑟𝑞 = 0 = 𝑅𝑟𝑖𝑟𝑞 +
𝑑𝜙𝑟𝑞

𝑑𝑡
+ 𝜔𝑟𝜑𝑟𝑑

  (II.10) 

With: 

[
𝜑𝑠𝑑𝑞
𝜑𝑟𝑑𝑞

] = [

𝐿𝑠
0
𝐿𝑚
0

0
𝐿𝑠
0
𝐿𝑚

𝐿𝑚
0
𝐿𝑟
0

0
𝐿𝑚
0
𝐿𝑟

] [
𝑖𝑠𝑑𝑞
𝑖𝑟𝑑𝑞

] (II.11) 

Indeed, the sub-matrices are now diagonal and no longer depend on θ (the electrical angle 

between the stator and the rotor). 

The matrix system can also be written as [28]: 

{
𝜑𝑠𝑑 = 𝐿𝑠𝑖𝑠𝑑 + 𝐿𝑚𝑖𝑟𝑑
𝜑𝑠𝑞 = 𝐿𝑠𝑖𝑠𝑞 + 𝐿𝑚𝑖𝑟𝑞

  (II.12) 

{
𝜑𝑟𝑑 = 𝐿𝑚𝑖𝑠𝑑 + 𝐿𝑟𝑖𝑟𝑑
𝜑𝑟𝑞 = 𝐿𝑚𝑖𝑠𝑞 + 𝐿𝑟𝑖𝑟𝑞

  (II.13) 

Where  𝐿𝑠 = 𝑙𝑠 −𝑚𝑠 ,      𝐿𝑟 = 𝑙𝑟 −𝑚𝑟 ,        𝐿𝑚 =
2

3
𝑚𝑠𝑟 

We have expressed the machine’s equations, but there also remains the electromagnetic 

torque. The latter can be derived from the co-energy expression, or obtained using power 

balance.  

The instantaneous power supplied to the stator and rotor windings is written as [29]: 

𝑃𝑒 = [𝑉𝑠]
𝑇[𝐼𝑠] + [𝑉𝑟]

𝑇[𝐼𝑟]  (II.14) 

By applying Park transformation, it is expressed in terms of the axes quantity 𝑑𝑞 

𝑃𝑒 = [𝑣𝑠𝑑 𝑣𝑠𝑞] [
𝑖𝑠𝑑
𝑖𝑠𝑞
] + [𝑣𝑟𝑑 𝑣𝑟𝑞] [

𝑖𝑟𝑑
𝑖𝑟𝑞
] =

2

3
[𝑖𝑠𝑑

𝑑𝜑𝑠𝑑
𝑑𝑡

+ 𝑖𝑠𝑞
𝑑𝜑𝑠𝑞

𝑑𝑡
+ 𝑖𝑟𝑑

𝑑𝜑𝑟𝑑
𝑑𝑡

+ 𝑖𝑟𝑞
𝑑𝜑𝑟𝑞

𝑑𝑡
]

⏟                              
𝑓𝑖𝑟𝑠𝑡 𝑡𝑒𝑟𝑚

 

+
2

3
[(𝜑𝑠𝑑𝑖𝑠𝑞 − 𝜑𝑠𝑞𝑖𝑠𝑑)𝜔𝑠 + (𝜑𝑟𝑞𝑖𝑟𝑑 − 𝜑𝑟𝑑𝑖𝑟𝑞)𝜔𝑟]⏟                              

𝑠𝑒𝑐𝑜𝑛𝑑 𝑡𝑒𝑟𝑚

  (II.15) 



Chapter II        Mathematical Modeling & Analysis of PWM Techniques for Induction Motor Drive 

 

24 

+
2

3
[𝑅𝑠(𝑖𝑠𝑑

2 + 𝑖𝑠𝑞
2 ) + 𝑅𝑟(𝑖𝑟𝑑

2 + 𝑖𝑟𝑞
2 )]

⏟                    
𝑡ℎ𝑖𝑟𝑑 𝑡𝑒𝑟𝑚

 

- The first term represents the magnetic energy stored in iron. 

- The second term represents the electromechanical power 𝑃𝑒𝑚 of the machine. 

- The third term represents joule losses. 

Taking into account the flux equations (II.12) and (II.13), several equal expressions result  

{
 
 

 
 

𝛤𝑒𝑚  =  𝑝(𝜑𝑠𝑑𝑖𝑠𝑞 – 𝜑𝑠𝑞𝑖𝑠𝑑)

𝛤𝑒𝑚 =  𝑝(𝜑𝑟𝑞𝑖𝑟𝑑 − 𝜑𝑟𝑑 𝑖𝑟𝑞) 

𝛤𝑒𝑚 =  𝑝𝐿𝑚(𝑖𝑠𝑞𝑖𝑟𝑑 − 𝑖𝑠𝑑𝑖𝑟𝑞 )

𝛤𝑒𝑚  =  𝑝
𝐿𝑚

𝐿𝑟
(𝜑𝑟𝑑𝑖𝑠𝑞  − 𝜑𝑟𝑞𝑖𝑠𝑑)

 (II.16) 

Where 𝑝 is the number of pole pairs. The power 𝑃𝑒𝑚  is also equal to 𝛤𝑒𝑚𝜔𝑟/𝑝, and the 

movement equation is [30]: 

𝛤𝑒𝑚 − 𝛤𝑟 = 𝑓Ω𝑚 + 𝐽
𝑑Ω𝑚

𝑑𝑡
  (II.17) 

II.3.5 Selecting the 𝒅𝒒 Frame 

The machine's equations and electrical quantities have been expressed thus far in a reference 

𝑑𝑞, which makes an electrical angle θ𝑠 and θ𝑟 with the stator and with the rotor respectively, 

but which is not defined elsewhere, i.e., it is free [31][32]. 

According to the application purpose, there are three main choices for the axis (𝑑, 𝑞) frame 

orientation: a frame linked to the stator, rotor, or linked to the rotating field [33] [34]. In each 

of these referential, the equations of the machine become simpler than in any other referential 

[35]. Generally, the operating conditions will typically determine the most convenient reference 

for analysis and/or simulation purposes.  

II.3.5.1 Reference linked to the stator 

Regarding the stator, this referential is immobile. It is carried out to investigate machine 

braking and starting (i.e., this reference frame is better adapted to work with instantaneous 

quantities) [36]. In addition, this choice is used for direct torque control design [37].   

It is characterized by:  

ω = ω𝑠 = 0 and therefore ω𝑟 = −ω𝑚 (where ω is the arbitrary frame rate).  

The system of equations in this reference frame is [38][39][40]: 

{
  
 

  
 𝑣𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 +

𝑑𝜑𝑠𝑑

𝑑𝑡

𝑣𝑠𝑞 = 𝑅𝑠𝑖𝑠𝑞 +
𝑑𝜑𝑠𝑞

𝑑𝑡

𝑣𝑟𝑑 = 0 = 𝑅𝑟𝑖𝑟𝑑 +
𝑑𝜑𝑟𝑑

𝑑𝑡
− 𝜔𝑟𝜑𝑟𝑞

𝑣𝑟𝑞 = 0 = 𝑅𝑟𝑖𝑟𝑞 +
𝑑𝜑𝑟𝑞

𝑑𝑡
+ 𝜔𝑟𝜑𝑟𝑑

  (II.18) 
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II.3.5.2 Reference linked to the rotor 

In the case where the (𝑑, 𝑞)  reference frame is synchronized with the rotor ω = ω𝑠 = ω𝑚 

and ω𝑟 = 0. This reference frame is used for the simulation of the dynamic state of machines 

where the speed is assumed constant [41]. In this case, the system of equations is [42]: 

{
  
 

  
 𝑣𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 +

𝑑𝜑𝑠𝑑

𝑑𝑡
− 𝜔𝑠𝜑𝑠𝑞

𝑣𝑠𝑞 = 𝑅𝑠𝑖𝑠𝑞 +
𝑑𝜑𝑠𝑞

𝑑𝑡
+ 𝜔𝑠𝜑𝑠𝑑

𝑣𝑟𝑑 = 0 = 𝑅𝑟𝑖𝑟𝑑 +
𝑑𝜑𝑟𝑑

𝑑𝑡

𝑣𝑟𝑞 = 0 = 𝑅𝑟𝑖𝑟𝑞 +
𝑑𝜑𝑟𝑞

𝑑𝑡

  (II.19) 

II.3.5.3 Reference linked to the rotating magnetic field 

This choice allows obtaining a sliding pulsation and properly adapts vector control through 

rotor flux orientation [43]. The reference frame linked to the synchronism (or rotating field), is 

fixed relative to the rotating field. It is used for the machine vector control and it is characterized 

by ω = ω𝑠, which implies that the adjustment variables are continuous [44]. The advantage of 

using this reference frame is to have constant quantities in a steady state; then it is easier to 

carry out the regulation. [45]. Then we can write [46]: 

{
  
 

  
 𝑣𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 +

𝑑𝜑𝑠𝑑

𝑑𝑡
− 𝜔𝑠𝜑𝑠𝑞

𝑣𝑠𝑞 = 𝑅𝑠𝑖𝑠𝑞 +
𝑑𝜑𝑠𝑞

𝑑𝑡
+ 𝜔𝑠𝜑𝑠𝑑

𝑣𝑟𝑑 = 0 = 𝑅𝑟𝑖𝑟𝑑 +
𝑑𝜑𝑟𝑑

𝑑𝑡
− 𝜔𝑟𝜑𝑟𝑞

𝑣𝑟𝑞 = 0 = 𝑅𝑟𝑖𝑟𝑞 +
𝑑𝜑𝑟𝑞

𝑑𝑡
+ 𝜔𝑟𝜑𝑟𝑑

   (II.20) 

These equations can be rewritten to have a different state vector (state variables system), i.e., 

instead of having the flux, we can write it in currents; we just need to make substitutions of 

equations (II.12) and (II.13) in equations (II.20). 

II.3.6 Model of the induction machine in the (𝜶, 𝜷) frame 

The dynamic model of an induction motor can be developed from its basic electrical and 

mechanical equations [47]. In the stationary reference frame, the voltages are expressed as 

follows [48]: 

{
 

 
𝑣𝑠𝛼 = 𝑅𝑠𝑖𝑠𝛼 + 𝑠𝜑𝑠𝛼
𝑣𝑠𝛽 = 𝑅𝑠𝑖𝑠𝛽 + 𝑠𝜑𝑠𝛽

𝑣𝑟𝛼 = 0 = 𝑅𝑟𝑖𝑟𝛼 + 𝑠𝜑𝑟𝛼 + 𝜔𝑟𝜑𝑟𝛽
𝑣𝑟𝛽 = 0 = 𝑅𝑟𝑖𝑟𝛽 + 𝑠𝜑𝑟𝛽 − 𝜔𝑟𝜑𝑟𝛼

  (II.21) 

Where 𝑠 indicates the differential operator (𝑑/𝑑𝑡). 

The stator and rotor fluxes equations are [49]: 
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{
 

 
𝜑𝑠𝛼 = 𝐿𝑠𝑖𝑠𝛼 + 𝐿𝑚𝑖𝑟𝛼
𝜑𝑠𝛽 = 𝐿𝑠𝑖𝑠𝛽 + 𝐿𝑚𝑖𝑟𝛽
𝜑𝑟𝛼 = 𝐿𝑟𝑖𝑟𝛼 + 𝐿𝑚𝑖𝑠𝛼
𝜑𝑟𝛽 = 𝐿𝑟𝑖𝑟𝛽 + 𝐿𝑚𝑖𝑠𝛽

   (II.22) 

In these equations, 𝑅𝑠, 𝑅𝑟, 𝐿𝑠, and  𝐿𝑟 are respectively the resistors and the inductances of the 

stator windings and the rotor windings, 𝐿𝑚 is the mutual inductance and ω𝑟 = 𝑝.Ω𝑟 is the rotor 

speed (with 𝑝 is the pairs poles number). Additionally, ω𝑠 is the synchronous pulsation. 

𝑣sα, 𝑣sβ, 𝑣rα, 𝑣rβ, 𝑖sα, 𝑖sβ, 𝑖rα, 𝑖rβ, øsα, øsβ, ørα and ørβ are the direct and quadratic 

components, respectively of the voltages and currents as well as the fluxes of both the stator 

and the rotor. 

The mechanical equation is [50]: 

𝛤𝑒𝑚 − 𝛤𝑟 = 𝑓Ω𝑚 + 𝐽
𝑑Ω𝑚

𝑑𝑡
  (II.23) 

Where Γ𝑒𝑚 is the electromagnetic torque [N.m] and Γ𝑟 is the resistive torque imposed by the 

machine shaft [N. m]. 

The electromagnetic torque is [51]: 

𝛤𝑒𝑚 =
3

2
𝑝(𝜑𝑠𝛼𝑖𝑠𝛽 − 𝜑𝑠𝛽𝑖𝑠𝛼) (II.24) 

For the complete model of the induction machine, the flux expressions are replaced in the 

voltage equations. We obtain a mechanical equation and four electrical equations in terms of 

the stator currents, rotor fluxes components and the induction machine's electric speed as well 

[46]. 

   

{
  
 

  
 
𝑑𝑖𝑠𝛼

𝑑𝑡
= −

1

𝜎𝐿𝑠
(𝑅𝑠 +

1

𝑇𝑟

𝐿𝑚
2

𝐿𝑟
) 𝑖𝑠𝛼 +

1

𝜎𝐿𝑠
(
𝐿𝑚

𝐿𝑟

1

𝑇𝑟
)𝜑𝑟𝛼 +

1

𝜎𝐿𝑠
(
𝐿𝑚

𝐿𝑟
)𝜔𝑟𝜑𝑟𝛽

𝑑𝑖𝑠𝛽

𝑑𝑡
= −

1

𝜎𝐿𝑠
(𝑅𝑠 +

1

𝑇𝑟

𝐿𝑚
2

𝐿𝑟
) 𝑖𝑠𝛽 −

1

𝜎𝐿𝑠
(
𝐿𝑚

𝐿𝑟
)𝜔𝑟𝜑𝑟𝛼 +

1

𝜎𝐿𝑠
(
𝐿𝑚

𝐿𝑟

1

𝑇𝑟
)𝜑𝑟𝛽

𝑑𝜑𝑟𝛼

𝑑𝑡
=
𝐿𝑚

𝑇𝑟
𝑖𝑠𝛼 −

1

𝑇𝑟
𝜑𝑟𝛼 − 𝜔𝑟𝜑𝑟𝛽

𝑑𝜑𝑟𝛽

𝑑𝑡
=
𝐿𝑚

𝑇𝑟
𝑖𝑠𝛼+𝜔𝑟𝜑𝑟𝛼 −

1

𝑇𝑟
𝜑𝑟𝛽

  (II.25) 

Such as:  
2

; ; 1 ; ;m sr
m m r s m r s

s r r s

L LL
p T T

L L R R
             

Modeling the machine in this way reduces the number of quantities that we need to know, in 

order to simulate machine operation. In fact, only the instantaneous values of the stator voltages 

and the resistive torque must be determined to impose them on the machine. Therefore, we do 

not need to know the stator pulsation value, or the slip as in the case of the model whose 

equations are written in the reference frame rotating in synchronism [109]. 

II.3.7 Voltage Powered Machine State Space Representation 

The state space representation of the induction machine depends on the selected frame and the 

selection of state variables for the electrical equations. We write the equations in the (α, β) 

frame because it is the most general and complete solution [52]. The objectives for either the 



Chapter II        Mathematical Modeling & Analysis of PWM Techniques for Induction Motor Drive 

 

27 

control or observation determines the state variables to be used [53]. 

For a three-phase IM powered by voltage, the stator voltages (𝑣sα, 𝑣sβ)  are considered as 

control variables, and the load torque Γ𝑟 as a disturbance [54]. In our case, we choose the state 

vector 𝑥 = [𝑖𝑠𝛼 𝑖𝑠𝛽     𝜑𝑟𝛼 𝜑𝑟𝛽]𝑇, we obtain [40]: 

𝑥̇(𝑡) = 𝐴(𝑡)𝑥(𝑡) + 𝐵(𝑡)𝑢(𝑡) (II.26) 

with: 

𝐴(𝑡) =

[
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  (II.27) 

𝐵(𝑡) =

[
 
 
 
 
1

𝐿𝑠𝜎

0
0
0

   

0
1

𝐿𝑠𝜎

0
0 ]
 
 
 
 

  (II.28) 

and:      𝑢(𝑡) = [
𝑣𝑠𝛼
𝑣𝑠𝛽
]  (II.29)    

II.3.8 Simulation Results 

The purpose of this test is to validate our motor block before using it with space vector PWM 

(SVPWM) and with direct torque control. Our goal is to integrate it later in the simulations. To 

carry out the simulation, we translate the mathematical model of the machine using the 

SimPowerSystem blocks of the Matlab/Simulink software. 

No-load test: 

For an induction machine supplied directly by the 220/380V three-phase network and running 

off-load, we visualize the mechanical speed, the electromagnetic torque, the stator currents as 

well as the components of both the current and the stator flux. 

The simulation results are represented in the figures (II.3 - II.7) 

 
Figure II. 3: Rotor speed simulation result 
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Figure II. 4: Magnetic torque simulation result. 

  

 
Figure II. 5: Stator currents simulation result. 

 
Figure II. 6: Stator currents components simulation result. 
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Figure II. 7: Stator flux components simulation result. 

The steady-state speed stabilizes at a value close to the synchronism speed because the 

machine is not loaded. At no-load starting, the torque is strongly pulsating; it reaches a 

maximum value in the range of 3.2 times the nominal torque. This is due to the noises generated 

by the mechanical part, and after the disappearance of the transitory mode, it tends towards the 

value corresponding to the zero load. The absorbed current is high at start-up; it is about three 

times the rated. At a steady state, there remains the current corresponding to the inductive 

behavior of the no-loaded motor. The rotor current is significant during start-up and drops 

completely at a steady state. 

Load variations after no-load starting: 

Figures (II.8-II.12) represent the three-phase currents, the rotational speed, and the 

electromagnetic torque of the motor respectively. Two cases are carried out in this simulation 

with no load and with a loaded motor: 

 When the motor run under no load condition, in the dynamic state, we observe an 

excessively absorbed current that stabilizes to produce a sinusoidal form with constant 

amplitude. 

When the motor is not loaded, we observe at the beginning of the start-up running that 

the increase in speed is virtually linear, and the total inertia around the rotating shaft 

determines the speed-up time (about 0.5 𝑠), where the obtained speed  is close to 

157 𝑟𝑎𝑑/𝑠 

 Under load: a load torque (𝛤𝑟 =  7 𝑁.𝑚) is applied to the machine shaft (at time 𝑡 =

 1.5 𝑠). When the electromagnetic torque reaches the load torque, obviously there is a 

reduction in rotating speed. Additionally, we notice an increase in the stator currents' 

magnitude and a slight decrease in the flux. 
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Figure II. 8: Rotor speed simulation result. 

 
Figure II. 9: Magnetic torque simulation result. 

 
Figure II. 10: Simulation result stator currents. 
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Figure II. 11: Stator currents components simulation result. 

 
Figure II. 12: Stator flux components simulation result. 
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Figure II. 13: Rotor speed simulation result. 

 
Figure II. 14: Magnetic torque simulation result. 

 
Figure II. 15: Simulation result stator currents. 
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Figure II. 16: Stator currents components simulation result. 

 

 
Figure II. 17: Simulation result stator flux components. 
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optimized, calculated, with homopolar harmonics injection, vector modulation…). The PWM 

function acts as an interface between the control part of a variable speed drive and the associated 

electrical machine [60]. This function acts on the voltage inverter's power part and serves an 

essential role with consequences on all system performance [61]. 

Certainly, Space Vector Pulse Width Modulation (SVPWM) is the most suitable modulation 

method for controlling asynchronous motors [62]. Unlike other methods, the SVPWM does not 

depend on individual modulation calculations for each of the inverter's arms [63]. A control 

voltage vector is globally calculated and approximated over a modulation period by an average 

voltage vector [63]. 

II.4.1 Pulse width modulation 

The waves delivered by inverters with conduction mode 180°or  conduction mode 120° are 

rich in harmonics [64][65]. To attenuate these harmonics, a filter can be placed at the inverter's 

output [66][67]. Filtering the output voltage or current of an inverter (that delivers only one 

voltage or current pulse per alternation) is difficult and expensive because the first harmonic to 

be eliminated (the 3rd or 5th order harmonic) is at a frequency extremely close to that of the 

fundamental [68]. PWM proves to be the most appropriate technique for controlling the inverter 

while having a good output wave [69]. 

II.4.1.1 Main objectives of a PWM 

 Obtain currents in the electrical load whose variation is close to a sinusoid by 

controlling the duty cycle evolution due to the high switching frequency of the 

switches compared to the frequency of the output voltages [70]. 

 Allow adequate control of the fundamental magnitude of the output voltages 

generally over the widest possible range and for a widely varying output frequency 

[71]. 

 

II.4.1.2 Different PWM techniques 

Several modulation techniques have been adopted to enhance the voltage quality at the 

inverter's output, among which we can mention: 

II.4.1.2.1 Uniform Pulse with Modulation (UPWM) 

In this technique, a triangular carrier is compared with a rectangular reference signal [72]. A 

pulse train with identical width crenellations makes up the output wave figure (II.18). 

 If the modulation index is equal to one, we obtain the singular modulation, in which the output 

signal is formed of a single pulse per half-period. 
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Figure II. 18: Multiple pulse width modulation. 

II.4.1.2.2 Sinusoidal PWM (PWM by natural sampling) 

In this case, the reference signal is sinusoidal; a wave formed by a pulse train of variable width 

is obtained at the inverter's output (figure II.19). 

Points, where the modulating and the carrier intersect determine the switching instants. 

The carrier fixes the switching frequency of the switches [73]. This type of PWM is the most 

used in industrial applications, as it has proven to be the most effective in harmonics 

neutralizing [74]. 

The essential PWM parameters are [75][76]:  

 The modulation index: 𝑚𝑓 =
𝑓𝑝

𝑓𝑟
 

Where 

𝑓𝑝 is the frequency modulation (carrier). 

𝑓𝑟 is the fundamental frequency of the inverter's output quantities. 

 The adjustment coefficient or the amplitude modulation index: 𝑚𝑎 =
𝐴𝑟

𝐴𝑝
 

With 𝐴𝑟 is the peak fundamental voltage for the required load. 

𝐴𝑝: Magnitude of the output voltage pulses. 

 
Figure II. 19: Unipolar triangular sinusoidal PWM. 
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Increasing 𝑚𝑓 rejects first non-zero harmonics towards higher frequencies and makes filtering 

easier [77] [78]. However, 𝑚𝑓 is limited by the switching times of the converter switches and 

therefore by the pulses' minimum width. 

II.4.1.2.3 Symmetrical regular sampling PWM 

Unlike the natural PWM, in this technique, the reference voltages sampling (the sinusoid) is 

done at periodically spaced instants [79]. This modulation technique is a version of the previous 

ones, where we try to make the signal symmetrical at time 𝑇𝑒, to reduce harmonics [80]. The 

modulating wave is sampled at each carrier positive peak. This value is kept constant for a 

chopping period T (period of the triangular signal) using a zero-order blocker [81]. 

The principle of this modulation is shown in figure (II.20) 

 
Figure II. 20: PWM with symmetric sampling. 

a) Black color curve: sinusoidal reference of phase i (𝑽𝒓𝒆𝒇(𝒕)  =  𝑽𝒎 𝒔𝒊𝒏(𝝎𝒕))  

        Blue color curve: triangular carrier 𝑽𝒕 (𝒕). 

     Red color curve: sampled version of the modulating wave 𝑽𝒓𝒆𝒇 (𝒌). 

b) Control pulse for phase i. 

c) Output voltage for phase i, 𝑽𝒐𝒖𝒕(𝒕). 

This process generates a step wave, which is the sine reference approximation. The step wave 

is then compared to the triangular carrier. 

II.4.1.2.4 Asymmetrical regular sampling PWM 

Harmonics distortion can be reduced by sampling the sine reference twice per triangle wave 

period [80]. 

Thus, while keeping the same frequency for switch switching, the sampling frequency can be 

doubled, and the response can be enhanced by reducing the distortion rate [81]. 

To do this, we sample the entire half-period of the PWM (or the sampling period is divided 

by two: (𝑇𝑒 = 𝑇ℎ/2)) and we calculate independently the passage instant to 1 and the return 

instant to 0 [82]. Figure (II.21) shows the principle of this modulation. 
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Figure II. 21: Asymmetric sampling PWM. 

a) Blue color curve: triangular carrier 𝑽𝒕 (𝒕) 

    Black color curve: sinusoidal reference of phase i (𝑽𝒓𝒆𝒇(𝒕)  =  𝑽𝒎 𝒔𝒊𝒏(𝝎𝒕)). 

    Red color curve: sampled version of the modulating wave 𝑽𝒓𝒆𝒇 (𝒌). 

b) Control pulse for phase i. 

c) Output voltage for phase i, 𝑽𝒐𝒖𝒕(𝒕). 

II.4.1.2.5 Suboptimal PWM 

In three-phase, it is possible to reduce harmonics without reducing the output voltages 

magnitude, since third harmonics or its multiples are eliminated from the output voltages [83] 

[84]. 

A third harmonic can be added to the sinusoid of frequency 𝑓 to generate the reference wave 

[85] [86]. The third harmonic will be found in the fictional voltages 𝑉𝑎0, 𝑉𝑏0, 𝑉𝑐0 relative to the 

fictitious midpoint 0 of the input, but it disappears in the ground-to-neutral voltages 𝑉𝑎𝑛,

𝑉𝑏𝑛, 𝑉𝑐𝑛 and in 𝑉𝑎𝑏, 𝑉𝑏𝑐, 𝑉𝑐𝑎 at the output [87] [88]. 

The third harmonic addition allows the maximum fundamental magnitude to be increased in 

the output voltages [89] [90]. Figure (II.22) shows the principle of this modulation. 

 

 
Figure II. 22: Suboptimal PWM. 
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a) Blue color curve: triangular carrier 𝑉𝑡(𝑡) 

    Black color curve: reference signal 𝑉𝑟𝑒𝑓 

b) Control pulse for phase i. 

II.4.1.2.6 Calculated PWM (SPWM) 

With this PWM technique, the switches' switching times are calculated to satisfy a requirement 

set related to the frequency spectrum of the wave supplied by the inverter [91] [92]. 

The criteria usually used are [93] [94]: 

 Removing a specified rank harmonics, 

 Elimination of harmonics in a specified band, 

 Reduction of global harmonic criteria. 

Typically, we take a wave that has asymmetries about a quarter of the period and then use the 

symmetry to define the other angles [95] [96]. After Fourier series decomposition, figure (II.23) 

shows the presence of odd-order harmonics in a bipolar PWM signal that is symmetric with 

respect to the quarter period and ant-symmetric with respect to the half period [97] [98]. 

The switching angles α1, α2, α3, α4,... α𝑁 allow us, by controlling them, to eliminate (𝑁 − 1) 

harmonics and to control the fundamental [99] [100]. 

 
Figure II. 23: Bipolar PWM signal. 

II.4.1.2.7 Space Vector PWM (SVPWM)  

This method is highly desired in the control field, it has significant effects on current and 

torque ripples, which is why it is the most used by researchers and industrialists [101]. It makes 

it possible to determine the sequences of ignitions and extinctions of the converter's 

components, and thus reduces the harmonics of the voltages applied to the motor [102]. 

The SVPWM vector modulation technique differs from that of SPWM in that instead of using 

a separate modulator for each of the three phases, the reference voltages are given by a global 

control vector approximated over a modulation period 𝑇𝑧[103]. 

It is based on the spatial representation of the voltage vector in the stationary frame (𝛼, 𝛽) 

[104]. The eight switching states (Figure II. 24) can be expressed in the (𝛼, 𝛽) frame by eight 

voltage vectors, 𝑉0⃗⃗  ⃗, 𝑉1⃗⃗  ⃗, 𝑉2⃗⃗  ⃗, 𝑉3⃗⃗  ⃗, 𝑉4⃗⃗  ⃗, 𝑉5⃗⃗  ⃗, 𝑉6⃗⃗  ⃗, 𝑉7⃗⃗  ⃗ among them, two are null (𝑉0⃗⃗  ⃗) and (𝑉7⃗⃗  ⃗) which 

correspond to 𝑆(000) and 𝑆(111) respectively, the others are called active states [105]. 

SVPWM is recently the most suitable method for controlling induction motors [106]. Unlike 

other methods, SVPWM does not rely on separate modulation calculations for each of the 

inverter arms [107]. 

This PWM technique follows the following principles [108]: 
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 A control voltage vector 𝑉𝑠𝑟𝑒𝑓is calculated globally and approximated over a 

modulation period « 𝑇𝑧 » by an average voltage vector. 

 For each phase, the production of a pulse of width T with a period-centered average 

value equal to the reference voltage, at the sampling instant. 

 All the switches of the same half-bridge have an identical state, at the center and both 

ends of the period. 

 

Figure II. 24: Voltage vectors representation in the (α,β) reference frame. 

II.4.2 Simulation results 

In our study, we used both PWM techniques (SPWM and SVPWM) which are the most used 

in the industry, to assess the signal quality generated by the induction motor's response. Using 

as continuous source 𝑉𝑠 = 330 𝑣 

The motor response after applying the output voltages of the inverter, controlled by both PWM 

techniques are given in figures (II. 25) to (II. 30) for SPWM, and in figures (II. 31) to (II. 36) 

for SVPWM, which are used to compare the results. 
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Figure II. 25: Rotor speed simulation result 

 
Figure II. 26: Electromagnetic torque simulation result.  

 

 
Figure II. 27: Stator current simulation result. 
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Figure II. 28: Stator currents component simulation result. 

 

 
Figure II. 29: Simulation result of the stator flux components. 

 

 
Figure II. 30: THD of Isa 
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Figure II. 31: Rotor speed simulation result. 

 

 
Figure II. 32: Electromagnetic torque simulation result. 

 
Figure II. 33: Stator current component simulation result. 
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Figure II. 34: Simulation result of the stator flux components. 

 

 
Figure II. 35: Stator current Isa simulation result. 

 

 
Figure II. 36: THD of current Isa 
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We notice that at start-up, the machine requires a high starter current that exceeds 27A, i.e. 

almost 5 times the nominal current for both PWM techniques. 

We also noticed a poor quality of; current, speed, torque, as well as stator flux for the SPWM 

control, because the THD before and after applying a torque Γ𝑟 =7 N.m (at =2s ) is higher 

(THD=12,17 for SPWM control, and THD=1,16 for SVPWM control), compared to the quality 

of these quantities generated by the SVPWM control. 

The simulation results show that the SVPWM technique is able to generate good quality sine 

wave, with low THD. This technique continues to be one of the most popular in the industry 

[110]. 

 

II.4.3. Conclusion 

In this chapter, a modeling analysis of induction motor and PWM control structures of voltage 

inverters has been done. First, we studied the modeling and open loop simulation behavior of 

the squirrel cage induction motor. Its model is strongly nonlinear, however, by taking into 

account some simplification assumptions, the model becomes more simplified. The obtained 

simulation results show the validity of the model developed. 

In a second step, we highlighted, by theoretical study the different PWM structures, while 

underlining the interest of PWM for voltage inverters that operate at high frequencies. The 

Pulse-width modulation was made to eliminate harmonics or push them back to higher 

frequencies to be easy to filter out. These harmonics can cause disturbances in the load voltage 

and generate current peaks and pulsating torques in a machine controlled by an inverter. Thus 

creating acoustic noise harmful to the immediate environment and consequently significant 

losses. They risk damaging the load if no precautions are taken for their disposal. 

SVPWM is an advanced technique involving significant PWM calculations and is probably 

one of the most commonly used PWM techniques for variable speed drive applications. 

Combining DTC with SVPWM is a very effective technique against torque ripples, as we will 

see in Chapter III. 
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III.1 Introduction 

Currently, asynchronous machines are the most used electrical machines in industrial 

applications because of their simplicity of construction and their robustness. The non-

measurable or inaccessible electrical and mechanical quantities in this machine lead to the use 

of sensors placed suitably in the air gap of the machine. However, the use of these sensors alters 

the stability of the machine, and the advantages of the asynchronous motor are then lost. In 

addition, the additional cost brought by their use, their fragility or the problems of reliability 

limit their implementation in industrial applications [1] 

To solve the difficulties related to the use of sensors, we will see in this chapter: 

- Observers used in a closed loop. 

- Estimators used in open loop. 

- Proposing an open-loop estimator. 

At the end of this chapter, we will present the simulation results of the proposed estimator. 

III.2 Overview of different mechanical sensorless control methods 

The main quantity that should be known in controlling induction motor in some applications 

is the stator flux. This can be estimated or measured. Direct flux measurement imposes high-

cost probes and a need for a machine design modification. Thus, estimating the flux overcomes 

all these issues. In general, the flux is calculated using the motor's measured currents and 

voltages. In algorithms based on the current model, the motor flux is estimated by solving a 

collection of equations including currents, rotor speed, and rotor position [2]. On the other hand, 

algorithms based on the voltage model, just require voltages and currents, and they are 

considered more convenient due to their simplicity [3]. Due to model uncertainties and stator 

resistance error, the voltage model is typically employed in the high-speed range. In terms of 

experimental implementation, providing acceptable real-time performance is a difficulty due to 

the pure integrator, especially at low speed. 

Several works have been done to overcome the problems of the pure integrator used by the 

voltage model method to estimate stator flux at low speed [15–32].  

Many researchers have used observers (closed-loop estimators) instead of open-loop 

estimators, such as sliding mode observer used in [4] and [5], interfacing multiple models of 

extended Kalman filter proposed in [6]; it consists of mixing two models of extended Kalman 

filter together, the first one optimizes the motor’s parameters, where the second eliminates the 

noise. Reference [7] proposed a neural network flux observers. To increase speed estimation 

performance, a nonlinear adaptation approach based on sliding mode theory is suggested in [8]. 

In [9] the authors proposed a sliding mode control based observer that presented a behavior 

similar to a second-order low pass filter (LPF). These techniques require only the machine’s 

voltages and currents. However, they have problems, such as complex algorithms, using the 

motor’s parameters, and requiring a calculation time in experimental implementation, more 

than the estimators require [10]. 
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Other techniques were used to improve the speed control in low and zero regions. In [11], 

the authors used a model reference adaptive system (MRAS). This method was used also in 

[12] to enhance the torque at low-speed. The authors in [13] proposed to compensate for the 

inverter nonlinearity by an accurate voltage error model. In [14], predictive control was 

employed to estimate the speed and rotor flux of an induction motor. Nevertheless, those 

techniques also have some complexity in their algorithm and require knowledge of the motor’s 

parameters. 

To avoid the problems of using the motor’s parameters, and due to the advantages of the 

voltage model, many researchers prefer using this model with a modified integrator to estimate 

stator flux. The authors in [15] used three-cascaded low pass filters (LPFs) with the same time 

constants. A fixed cutoff frequency for the LPF was proposed in [16]. The LPF is paired with 

the integrator's closed-loop dc offset compensation to build the estimator. Speed reversal issues 

are addressed by performing the compensation before low-pass filtering. 

The authors in [17] proposed a sensorless vector control of induction motors using a 

configurable LPF. The cutoff frequency varied with the excitation frequency, this latter was 

estimated with a phase-locked- loop (PLL). In [18], Instead of using a pure integrator, two LPFs 

with one stage each are used, which has a phase angle that is the same as the phase angle of the 

pure integration. This method introduces a problem at zero speed; it sets the estimator at zero 

due to multiplication by operating frequency. In [19], LPF with cut-off frequency selection is 

proposed. A phase and magnitude compensation has been added to the LPF's output to 

compensate for the error. The authors in [20] proposed a method to solve the problem of the 

pure integrator. A high pass filter (HPF), fifth-order LPF and a logical calculation part has been 

used in that work. In [21], the authors used two simple coordinate transformation modules, as 

well as a third-order LPF and an HPF. These methods can definitely filter out high-frequency 

harmonics and the dc drift in the back electromotive force (EMF). However, the amplitude error 

compensation requires the multiplication by the operating frequency. In [22], the pure 

integrators of the traditional direct torque control (DTC) method are substituted by a PID 

controller with an LPF and a HPF. In [23], the pure integrator of the conventional DTC method 

has been replaced by a bandpass filter (BPF). The compensation mechanism would be 

introduced before the BPF, according to this reference.  

To improve the DTC's implementation, a process for estimating stator flux is proposed in 

[24], an integrator and a second-order HPF are used in the suggested method. A resonating 

frequency of the second-order HPF can make the motor out of control.  

Because of the effectiveness of the LPF integrator in eliminating the problem of the pure 

integrator, many recent researches focus on introducing some modifications to the LPF to solve 

the problem of error in the magnitude and phase of the predicted stator flux generated by the 

LPF. 

In [25] the authors proposed to compensate for the phase and magnitude error before the 

LPF. In [26] and [27] the LPF has been used with adaptive control, in [28] with a compensation 

and a PI controller, and in [29] with a complex gain included before the LPF. In [30], the authors 

estimated the stator flux using LPF and compensation after the LPF to implement a direct power 

control (DPC) for a doubly fed induction generator. In [31], in order to eliminate the dc offset, 
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a LPF with real-time-varying equivalent resistance was used to estimate the stator flux of an 

aero flywheel motor. However, by using the classical LPF the estimated stator flux is still 

affected by undesirable high frequency. 

The pure integrator, as aforementioned, cannot always achieve the intended performances 

due to the complexity of the process automation and dynamic variations. To solve this problem, 

a different design method known as fractional order layout has been employed [32], so a 

fractional order integrator will replace the pure integrator. 

In this chapter, we propose a modified stator flux estimator of the induction motor, a 

fractional-order LPF estimator has been used for this aim. We are focusing in this chapter on 

the elimination of noise not the elimination of phase error. The phase error can be eliminated 

by using a phase-locked-loop (PLL). The proposed estimator has been compared with the 

classical LPF estimator used in [25]. This modified estimator has the advantages of the classical 

LPF (elimination of dc offset and overcoming the problem of saturation of the pure integrator) 

moreover, a good results in the elimination of the undesirable high-frequency noise and simple 

implementation. 

III.3. Description of the most commonly used observers (Closed loop estimator) 

III.3.1. Principle of an observer 

Foremost, a deterministic state observer is an estimator operating in a closed loop, with a 

specific dynamic set. Using the gains matrix 𝐿, it possible to impose the specific dynamic on 

this observer [37]. However, its structure is still more complex than the open loop estimator. 

Figure (III.1) shows the block diagram of an observer. The different quantities mentioned in 

this figure represent respectively: 

- An input vector 𝑢 of the real system and the observer, the latter vector is compared to the 

equivalent vector 𝑦̂  given by the observer to ensure closed-loop operation. Thus, we define a 

new variable, the observation error 𝜀𝑦. This latter is multiplied by a gains matrix 𝐿 and sent to 

the observer input to affect the estimated states 𝑥 . Thus, by a judicious choice of the gain matrix 

𝐿, it is possible to modify the observer dynamics, and consequently, make the error's 

convergence speed evolve toward zero [38] [1]. 

They require greater computing resources. Their robustness is high against parametric 

variations with high static accuracy [39]. 

 
Figure III. 1: Block diagram of an observer. 
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III.3. 1.2 LUENBERGER OBSERVER 

This observer allows the state of the observable system to be reconstructed from the 

measurement of the inputs and outputs [40]. It is used when the entire or a portion of the state 

vector cannot be measured [41]. It allows the estimation of variable or unknown parameters of 

a system [42]. 

The Luenberger observer equation can be expressed as [43], [44]: 

𝑋̂̇ = 𝐴𝑋̂ + 𝐵𝑈 + 𝜀𝑦                                                                                                          (III.1) 

    𝑌̂ = 𝐶𝑋̂                                                                                                                              (III.2) 

Such as: 𝜀𝑦 = 𝑌 − 𝑌̂ 

Where: 

[𝐴] =

[
 
 
 
 
 
 
 
 −𝑎1 0

𝐾

𝑇𝑟
𝐾𝜔𝑟

0 −𝑎1 𝐾𝜔𝑟
𝐾

𝑇𝑟
𝐿𝑚
𝑇𝑟

0
−1

𝑇𝑟
−𝜔𝑟

0
𝐿𝑚
𝑇𝑟

−𝜔𝑟
−1

𝑇𝑟 ]
 
 
 
 
 
 
 
 

        [𝐵] =

[
 
 
 
 
 
1

𝜎𝐿𝑠
0

0
1

𝜎𝐿𝑠
0 0
0 0 ]

 
 
 
 
 

             [𝐶] = [
1 0 0 0
0 1 0 0

] 

In addition: 

𝑎1 = −(
1

𝑇𝑠𝜎
+
1 − 𝜎

𝑇𝑟𝜎
)  ; 𝑎2 = 𝐾 =

𝐿𝑚
𝑇𝑟𝐿𝑠𝐿𝑟𝜎

 ; 𝑎3 =
𝐿𝑚
𝑇𝑟
 ; 𝑎4 =

1

𝑇𝑟
 

III.3. 1.2.1 Determination of the gain matrix L 

The determination of the matrix 𝐿 uses the conventional pole placement procedure [45][46]. 

We proceed by imposing the observer's polarities and, its dynamics as a result. The coefficients 

of 𝐿 are determined by comparing the characteristic equation of the observer “𝐷𝑒𝑡 (𝑃𝐼 − 𝐴 +

𝐿𝐶)  = 0” with the one that we want to impose. By developing, the different matrices 𝐴, 𝐿 and 

𝐶 we obtain the following equation [43]:  

2 1 1 1 1 1 1
Ω Ω Ω 0ˆ ˆ ˆm m

r r r

s r r s r r s r r

L L
P j K P j K k j

T T T T T T L L T    

            
                      

          




 



            (III.3) 

Such as: 

𝐾’ =  𝐾1 + 𝑗 𝐾2                                                                                                                 (III.4) 

𝐾’’ =  𝐾3 + 𝑗 𝐾4                                                                                                              (III.5) 

Where 𝐾1, 𝐾2, 𝐾3 and 𝐾4 are complex gains. 

The observer dynamics is defined by the following equation [47]: 

𝑃2 + (
1

𝜎𝑇𝑠
+

1

𝜎𝑇𝑟
− 𝑗Ω̂𝑟)𝑃 + 𝐾

2 (
1

𝑇𝑟
− 𝑗Ω̂𝑟) {(

1

𝜎𝑇𝑠
+

1

𝜎𝑇𝑟
)} + (

𝐿𝑚

𝑇𝑟
) (

𝐿𝑚

𝜎𝐿𝑠𝐿𝑟
) (

1

𝑇𝑟
− 𝑗Ω̂𝑟) (III.6) 
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Whose roots are proportional to the induction motor poles. 

The proportionality constant 𝑘 is at least equal to  ≥  1 . 

According to the identification: 

𝐾′ = (𝑘 − 1) (
1

𝜎𝑇𝑠
+

1

𝜎𝑇𝑟
− 𝑗Ω̂𝑟 + 𝐾

′) (III.7) 

𝐾′′ = (𝑘 − 1) [{[
1

𝜎𝑇𝑠
+

1

𝜎𝑇𝑟
]
𝜎𝐿𝑠𝐿𝑚

𝐿𝑟
−
𝐿𝑚

𝑇𝑟
} (𝑘 + 1) −

𝜎𝐿𝑠𝐿𝑚

𝐿𝑟
[
1

𝜎𝑇𝑠
+

1

𝜎𝑇𝑟
] + 𝑗Ω̂𝑟

𝜎𝐿𝑠𝐿𝑚

𝐿𝑟
]           (III.8) 

To obtain the coefficients of the observer's gain matrix, we obtain (after identification): 

𝐿 = [

𝐾1 −𝐾2
𝐾2 𝐾1
𝐾3 −𝐾4
𝐾4 𝐾3

] 

Where: 

{
  
 

  
 𝐾1 = (𝑘 − 1) (

1

𝜎𝑇𝑠
+

1

𝜎𝑇𝑟
)

𝐾2 = (𝑘 − 1)Ω̂𝑟

𝐾3 = (𝑘
2 − 1) {[

1

𝜎𝑇𝑠
+

1

𝜎𝑇𝑟
]
𝜎𝐿𝑠𝐿𝑚

𝐿𝑟
−
𝐿𝑚

𝑇𝑟
} +

𝜎𝐿𝑠𝐿𝑚

𝐿𝑟
[
1

𝜎𝑇𝑠
+

1

𝜎𝑇𝑟
] (𝑘 − 1)

𝐾4 = −(𝑘 − 1)
𝜎𝐿𝑠𝐿𝑚

𝐿𝑟
Ω̂𝑟

                                         (III.9) 

The observer poles are chosen to accelerate its convergence with respect to the open-loop 

system dynamics [48] [49]. In general, the poles are 5 to 6 times faster, but they must remain 

slow compared to the measurement noises, which means that we choose the constant 𝑘 usually 

small [50]. 

III. 3. 1.2.2 Luenberger Observer State Representation 

In general, the state is not accessible; the objective of an observer consists in carrying out a 

control with state feedback and estimating this state by a variable that we will denote 𝑋̂ [51]. 

Such as: 

𝑋̂ = [𝐼𝑠𝛼 𝐼𝑠𝛽 𝜑̂𝑟𝛼 𝜑̂𝑟𝛽]                                                                                                   (III.10) 

The observer can be represented by the following equations system: 

𝑑

𝑑𝑡
[

𝐼𝑠𝛼
𝐼𝑠𝛽
𝜑𝑟𝛼
𝜑𝑟𝛽

] = [

𝑎1 0 𝑎2 𝑎2𝑃Ω
0 𝑎1 −𝑎2𝑃Ω 𝑎2
𝑎3 0 𝑎1 −𝑃Ω
0 𝑎3 −𝑃Ω 𝑎4

]

[
 
 
 
 
𝐼𝑠𝛼
𝐼𝑠𝛽
𝜑𝑟𝛼
𝜑𝑟𝛽
𝜔𝑟 ]
 
 
 
 

+

[
 
 
 
 
 
1

𝜎𝐿𝑠
0

0
1

𝜎𝐿𝑠
0 0
0 0 ]

 
 
 
 
 

[
𝑣𝑠𝛼
𝑣𝑠𝛽
] + [

𝐾1 −𝐾2
𝐾2 𝐾1
𝐾3 −𝐾4
𝐾4 𝐾3

] [
𝐼𝑠𝛼 − 𝐼𝑠𝛼̂
𝐼𝑠𝛽 − 𝐼𝑠𝛽̂

] 
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III.3.2 Model Reference Adaptive System  

Currently, the Model Reference Adaptive System (MRAS) is among the most popular new 

control methods used mainly in sensorless electrical machine control applications [52][53]. 

Figure (III.2) depicts the technique's basic working, which includes a reference model and an 

adjustable (adaptive) model with an adaptation mechanism. The reference model does not rely 

on the information to be estimated, whereas the adaptive model does [54]. 

In order to estimate the adaptation parameters, the error introduced by comparing the outputs 

of the two models is added to an adaptation mechanism, which is frequently a PI regulator 

[55][56]. 

 
Figure III. 2: Principle of the MRAS observer. 

III.3.2.1 MRAS Speed Estimator based on reactive power 

The voltage equations of the induction machine can be expressed in the 𝑑𝑞 reference frame 

by [57][58]: 

{
𝑉𝑑𝑠 = 𝑅𝑠𝐼𝑑𝑠 + 𝜎𝐿𝑠

𝑑𝑖𝑠𝑑

𝑑𝑡
− 𝜎𝐿𝑠𝜔𝑠𝑖𝑞𝑠 +

𝐿𝑚

𝐿𝑟

𝑑𝜑𝑑𝑟

𝑑𝑡
−
𝐿𝑚

𝐿𝑟
𝜔𝑠𝜑𝑞𝑟

𝑉𝑞𝑠 = 𝑅𝑠𝐼𝑞𝑠 + 𝜎𝐿𝑠
𝑑𝑖𝑠𝑞

𝑑𝑡
+ 𝜎𝐿𝑠𝜔𝑠𝑖𝑑𝑠 +

𝐿𝑚

𝐿𝑟

𝑑𝜑𝑞𝑟

𝑑𝑡
+
𝐿𝑚

𝐿𝑟
𝜔𝑠𝜑𝑑𝑟

                                             (III.11) 

The expression of the reactive power is given by: 

𝑄𝑒𝑠 = 𝑣𝑠𝑞𝑖𝑠𝑑 − 𝑣𝑠𝑑𝑖𝑠𝑞                                                                                                        (III.12) 

By replacing 𝑣𝑠𝑑 and 𝑣𝑠𝑞 in (III.12) we will have the reactive power expression as follow: 

𝑄𝑒𝑠 = 𝜎𝐿𝑠𝑖𝑑𝑠
𝑑𝑖𝑠𝑞

𝑑𝑡
+ 𝜎𝐿𝑠𝜔𝑠𝑖𝑑𝑠 

2 +
𝐿𝑚

𝐿𝑟
𝑖𝑑𝑠

𝑑𝜑𝑞𝑟

𝑑𝑡
+
𝐿𝑚

𝐿𝑟
𝜔𝑠𝑖𝑑𝑠𝜑𝑑𝑟 − 𝜎𝐿𝑠𝑖𝑠𝑞

𝑑𝑖𝑠𝑑

𝑑𝑡
+ 𝜎𝐿𝑠𝜔𝑠𝑖𝑞𝑠 

2 −

𝐿𝑚

𝐿𝑟
𝑖𝑠𝑞

𝑑𝜑𝑑𝑟

𝑑𝑡
+
𝐿𝑚

𝐿𝑟
𝜔𝑠𝑖𝑠𝑞𝜑𝑞𝑟 (III.13) 

 

taking into consideration that in the vector control 𝜑𝑟𝑞 = 0 , and that in steady state, the 

terms of the time derivatives disappear, knowing that,  𝜑𝑟𝑑 = 𝐿𝑚𝑖𝑠𝑑, the equation (III.13) then 

becomes: 

𝑄𝑒𝑠 = 𝜎𝐿𝑠𝜔𝑠(𝑖𝑠𝑑 
2 + 𝑖𝑠𝑞 

2) +
(𝐿𝑚𝑖𝑠𝑑)

2

𝐿𝑟
𝜔𝑠𝜑𝑟𝑑) (III.14) 

  We express the reference reactive power in terms of the vector control reference voltages: 
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𝑄𝑒𝑠 = 𝑣̃𝑞𝑠𝑖𝑠𝑑 − 𝑣̃𝑠𝑑𝑖𝑠𝑞                                                                                                       (III.15) 

In Figure (III.3), we give the block diagram of an MRAS speed estimator based on reactive 

power. The output of the reference model (equation III.14) is compared with that of the adaptive 

model (equation III.15). The adaptation mechanism based on the estimated value 𝑚𝑠 fits the 

adaptive model [59]. 

 
Figure III. 3: Reactive Power MRAS Speed Estimator Schematic. 

III.3.2.2 MRAS estimator based on back electromotive force (emf) 

By using the back emf based MRAS estimator scheme, we avoid the problem caused by 

calculating pure integrals [60]. Thus for the reference model, we express the components of the 

emf. These components will be obtained by simple currents and voltages measurements at the 

stator [61]. The same components are expressed for the adaptive model, which will be based on 

the current model [62]. The reference model will be based on the machine's voltage model. 

𝑒𝑟𝑑 =
𝐿𝑚

𝐿𝑟

𝑑𝜑𝑑𝑟

𝑑𝑡
= 𝑉𝑑𝑠 − 𝑅𝑠𝐼𝑑𝑠 − 𝐿𝑠

𝑑𝑖𝑠𝑑

𝑑𝑡
 (III.16) 

    𝑒𝑟𝑞 =
𝐿𝑚

𝐿𝑟

𝑑𝜑𝑞𝑟

𝑑𝑡
= 𝑉𝑞𝑠 − 𝑅𝑠𝐼𝑞𝑠 − 𝐿𝑠

𝑑𝑖𝑠𝑞

𝑑𝑡
 (III.17) 

   𝑒̂𝑎𝑑 =
𝐿𝑚

𝐿𝑟

𝑑𝜑̂𝑑𝑟

𝑑𝑡
=
𝐿𝑚

𝐿𝑟

𝐿𝑚𝑖𝑑𝑠−𝜑𝑑𝑟−𝜔𝑟𝑇𝑟𝜑𝑞𝑟

𝑇𝑟
 (III.18) 

   𝑒̂𝑎𝑞 =
𝐿𝑚

𝐿𝑟

𝑑𝜑̂𝑞𝑟

𝑑𝑡
=
𝐿𝑚

𝐿𝑟

𝐿𝑚𝑖𝑞𝑠−𝜑𝑞𝑟−𝜔𝑟𝑇𝑟𝜑𝑑𝑟

𝑇𝑟
 (III.19) 

 

The speed adaptation mechanism is the error expressed by the equation (III.20) and which 

is proportional to the angle between the back emf vector of the reference model 𝑒𝑟⃗⃗  ⃗ and that of 

the adaptive model 𝑒𝑎⃗⃗⃗⃗  [63][64]. Figure (III.4), is illustrated an MRAS speed estimator based on 

the back emf: 

𝜀𝑓𝑐𝑒𝑚 = (𝑒 𝑟 × 𝑒 𝑎) = 𝑒𝑟𝑞𝑒̂𝑎𝑑 − 𝑒𝑟𝑑𝑒̂𝑎𝑞                                                                         (III.20) 
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Figure III. 4: Back emf MRAS Speed Estimator Schematic. 

III.3.3 Extended Kalman filter for IM 

The extended Kalman filter estimates the state of a nonlinear process. In particular, it makes 

it possible to add, to the state vector, another variable that we wish to estimate. In the case of 

the IM, this filter is widely used to estimate various quantities such as rotor speed, load torque 

and electrical parameters. 

The steps used for state vector estimation are as follows [82], [83]: 

 Machine model selection. 

 Discretization of the system model. 

 Determination of the covariance matrices of the noises 𝑄, 𝑅 and state matrix 𝑃. 

 Implementation of the Kalman filter algorithm. 

This system must be discretized and linearized around a current operating point (estimated 

state vector) [84]. 

{
𝑑

𝑑𝑡
𝑥 = 𝑓(𝑥, 𝑢, 𝑡) + 𝑤(𝑡)

𝑦̂ = ℎ(𝑥) + 𝑣(𝑡)
                                                                                                         (III.21) 

𝑓(𝑥) , ℎ(𝑥) : Nonlinear functions. 

The discrete model of equation (III.21) can be written as follows: 

{
𝑥(𝑘 + 1) = 𝑓(𝑥(𝑘), 𝑢(𝑘)) + 𝑤(𝑘)
𝑦̂(𝑘 + 1) = ℎ(𝑥(𝑘)) + 𝑣(𝑘)

                                                                                         (III.22) 

Where: 𝑘 is the temporal instant, 𝑥(𝑘) is the state vector, 𝑦̂(𝑘) is the output vector, and 𝑢(𝑘) 

is the command vector.  

The discretization of the nonlinear model is done by applying the mean value theorem. 

𝑥(𝑘 + 1) = 𝑥(𝑘) + ∫
𝑘𝑡𝑒

(𝑘+1)𝑡𝑒
 𝑓(𝑥(𝑡), 𝑢(𝑡), 𝑡)𝑑𝑡                                                                              (III.23) 

Where: 𝑡𝑒 is the discretization period. 

The extended Kalman filter implementation in the case of the nonlinear system given by 

equation (III.22) consists of the execution of the following steps [84]: 
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Step 1: Initialization of the state vector and the covariance matrices: X(0), Q0,P0,R0 

Step 2: State prediction 

𝑥̂(𝑘 + 1) ⋅ 𝑦̂̂(𝑘 + 1) 

𝑥̂(𝑘 + 1/𝑘) = 𝑓(𝑥(𝑘), 𝑢(𝑘))                                                                                                                     (III.24) 

𝑦̂(𝑘 + 1/𝑘) = ℎ(𝑥(𝑘 + 1)) 

     Step3: Prediction of the covariance matrix 

(𝑘 + 1/𝑘) = 𝐹(𝑘) ⋅ 𝑃(𝑘) ⋅ 𝐹(𝑘)𝑇 + 𝑄                                                                                                    (III.25) 

With: 𝐹(𝑥) =
∂(𝑓(𝑥(𝑘),𝑢(𝑘))

∂𝑥
∣ 𝑥 = 𝑥̂(𝑘 + 1/𝑘)                                                                                (III.26) 

Step4: Calculation of the Kalman gain 

𝐾(𝑘 + 1) = 𝑃(𝑘 + 1/𝑘) ⋅ 𝐻𝑇(𝑘 + 1)[ℎ(𝑘 + 1) ⋅ 𝑃(𝑘 + 1/𝑘)𝐻𝑇(𝑘 + 1) + 𝑅]−1 

The gradient matrix defined as follows: 

𝐻(𝑘 + 1) =
∂(ℎ(𝑥(𝑘), 𝑢(𝑘))

∂𝑥
∣ 𝑥 = 𝑥̂(𝑘 + 1/𝑘) 

Step 5: Estimation of the state vector 

𝑥̂(𝑘 + 1) = 𝑥̂(𝑘 + 1/𝑘) + 𝐾(𝑘 + 1)[𝑦̂𝑚(𝑘 + 1) − 𝑦̂(𝑘 + 1/𝑘)] 

With: 𝑦̂𝑚(𝑘 + 1) is the vector of the measured states. 

Step 6: Estimation of the covariance matrix 

𝑃(𝑘 + 1) = 𝑃(𝑘 + 1/𝑘) − 𝐾(𝑘 + 1)𝐻(𝑘 + 1)𝑃(𝑘 + 1/𝑘) 

The estimation process continues by returning to step (2) and so on. 

  

III.3.3.1 Application of the extended Kalman Filter to the induction machine 

For this implementation, we focus on the state model of the IM. The aim of this model is to 

estimate the flux at the rotor as well as the rotation speed [65] [66]. In the following, we take 

the general state representation: 

𝑋̇(𝑡) = 𝐴𝑋(𝑡) + 𝐵𝑈(𝑡)                                                                                                (III.27) 

𝑌(𝑡) = 𝐶𝑋(𝑡)                                                                                                               (III.28) 

The stochastic model is similar to the deterministic one apart from the noises, which translate 

into ignorance of the system [67]. To the state equation, we add state noises 𝑣(𝑡) to the output 

equation, and 𝑤(𝑡) measurement noise vector, which translates the sensor errors as shown in 

equations (III.29) and (III.30) [81]. 

𝑋̇(𝑡) = 𝐴𝑋(𝑡) + 𝐵𝑈(𝑡) + 𝑣(𝑡)                                                                                    (III.29) 

𝑌(𝑡) = 𝐶𝑋(𝑡) + 𝑤(𝑡)                                                                                                   (III.30) 

The deterministic state space model of the IM is given by:  
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𝑑

𝑑𝑡

[
 
 
 
 
𝐼𝑠𝛼
𝐼𝑠𝛽
𝜑𝑟𝛼
𝜑𝑟𝛽
𝜔𝑟 ]
 
 
 
 

=

[
 
 
 
 
𝑎 0 𝑏 𝑐𝜔𝑟 0
0 𝑎 −𝑐𝜔𝑟 𝑏 0
𝑑 0 𝑒 −𝜔𝑟 0
0 𝑑 𝜔𝑟 −𝑒 0
0 0 0 0 0]

 
 
 
 

[
 
 
 
 
𝐼𝑠𝛼
𝐼𝑠𝛽
𝜑𝑟𝛼
𝜑𝑟𝛽
𝜔𝑟 ]
 
 
 
 

+

[
 
 
 
 
 
 
1

𝜎𝐿𝑠
0

0
1

𝜎𝐿𝑠
0 0
0 0
0 0 ]

 
 
 
 
 
 

[
𝑣𝑠𝛼
𝑣𝑠𝛽
] 

 

[
𝐼𝑠𝛼
𝐼𝑠𝛽
] = [

1 0 0 0 0
0 1 0 0 0

]

[
 
 
 
 
𝐼𝑠𝛼
𝐼𝑠𝛽
𝜑𝑟𝛼
𝜑𝑟𝛽
𝜔𝑟 ]
 
 
 
 

 

Where : 

𝑎 = −(
1

𝜎𝑇𝑠
+
1 − 𝜎

𝜎𝑇𝑠
) ; 𝑏 =

1

𝑀𝑇𝑟
×
1 − 𝜎

𝜎
; 𝑐 =

1

𝑀
×
1 − 𝜎

𝜎
;  𝑑 =

𝑀

𝑇𝑟
 ; 𝑒 = −

1

𝑇𝑟
 

 

We consider from this state representation, that the stator voltages expressed in the fixed 

frame (𝛼𝛽) are the input vector, and the stator current is the output vector. Therefore, the state 

vector is composed of the current vector stator, the rotor flux components in the fixed reference 

(𝛼𝛽) and the rotation speed as well as shown below [69] [70]. 

𝑋 =

[
 
 
 
 
𝐼𝑠𝛼
𝐼𝑠𝛽
𝜑𝑟𝛼
𝜑𝑟𝛽
𝜔𝑟 ]
 
 
 
 

,            𝑌 = [
𝐼𝑠𝛼
𝐼𝑠𝛽
] ,              𝑈 = [

𝑣𝑠𝛼
𝑣𝑠𝛽
] 

 

Therefore, the state system's matrices are: 

𝐴 =

[
 
 
 
 
𝑎 0 𝑏 𝑐𝜔𝑟 0
0 𝑎 −𝑐𝜔𝑟 𝑏 0
𝑑 0 𝑒 −𝜔𝑟 0
0 𝑑 𝜔𝑟 𝑒 0
0 0 0 0 0]

 
 
 
 

,              𝐵 =

[
 
 
 
 
 
 
1

𝜎𝐿𝑠
0

0
1

𝜎𝐿𝑠
0 0
0 0
0 0 ]

 
 
 
 
 
 

,           𝐶 = [
1 0 0 0 0
0 1 0 0 0

] 

 

The Extended Kalman filter (EKF) recursive aspect imposes digitization of all the quantities 

used [71][72]. Thus, the system’s matrices should be discretized by the application of the 

passage's equation: 

𝐴𝑑 = 𝐼 + 𝑇𝑠𝐴 (III.31) 
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    𝐵𝑑 = 𝑇𝑠𝐵 (III.32) 

    𝐶𝑑 = 𝐶 (III.33) 

 

With: 𝐼 the identity matrix, and 𝑇𝑠 the sampling period.  

We obtain the discretized matrices of the system as follows: 

𝑑

𝑑𝑡

[
 
 
 
 
𝐼𝑠𝛼
𝐼𝑠𝛽
𝜑𝑟𝛼
𝜑𝑟𝛽
𝜔𝑟 ]
 
 
 
 

=

[
 
 
 
 
1 + 𝑎𝑇𝑠 0 𝑏𝑇𝑠 𝑐𝑇𝑠𝜔𝑟 0
0 1 + 𝑎𝑇𝑠 −𝑐𝑇𝑠𝜔𝑟 𝑏𝑇𝑠 0
𝑑𝑇𝑠 0 1 + 𝑒𝑇𝑠 −𝑇𝑠𝜔𝑟 0
0 𝑑𝑇𝑠 𝜔𝑟𝑇𝑠 1 + 𝑒𝑇𝑠 0
0 0 0 0 1]

 
 
 
 

[
 
 
 
 
𝐼𝑠𝛼
𝐼𝑠𝛽
𝜑𝑟𝛼
𝜑𝑟𝛽
𝜔𝑟 ]
 
 
 
 

+

[
 
 
 
 
 
 
𝑇𝑠
𝜎𝐿𝑠

0

0
𝑇𝑠
𝜎𝐿𝑠

0 0
0 0
0 0 ]

 
 
 
 
 
 

[
𝑣𝑠𝛼
𝑣𝑠𝛽
] 

[
𝐼𝑠𝛼
𝐼𝑠𝛽
] = [

1 0 0 0 0
0 1 0 0 0

]

[
 
 
 
 
𝐼𝑠𝛼
𝐼𝑠𝛽
𝜑𝑟𝛼
𝜑𝑟𝛽
𝜔𝑟 ]
 
 
 
 

 

 

 

The expressions of the matrices 𝐹 and 𝐻 are: 

𝐹 =
𝑑(𝐴𝑑𝑋(𝑡) + 𝐵𝑑𝑈(𝑡))

𝑑𝑥
=

[
 
 
 
 
1 + 𝑎𝑇𝑠 0 𝑏𝑇𝑠 𝑐𝑇𝑠𝜔𝑟 𝑐𝑇𝑠𝜑𝑟𝛽
0 1 + 𝑎𝑇𝑠 −𝑐𝑇𝑠𝜔𝑟 𝑏𝑇𝑠 −𝑐𝑇𝑠𝜑𝑟𝛼
𝑑𝑇𝑠 0 1 + 𝑒𝑇𝑠 −𝑇𝑠𝜔𝑟 𝑇𝑠𝜑𝑟𝛽
0 𝑑𝑇𝑠 𝜔𝑟𝑇𝑠 1 + 𝑒𝑇𝑠 𝑇𝑠𝜑𝑟𝛼
0 0 0 0 1 ]

 
 
 
 

 

 

𝐻 =
∂(𝐶𝑑𝑋(𝑡))

∂𝑥
= [
1 0 0 0
0 1 0 0

] 

 

III.3.3.2 Choice of the R and Q covariance matrix: 

An important step in the Kalman filter's implementation is the selection and adjustment of 

R and Q matrices [73][74]. 

In fact, both the dynamic regime's duration and the operation of the filter's steady state are 

affected by changes in the covariance matrices of state noise 𝑄 and measurement noise R [75]. 

Several adjustments of the 𝑄 and 𝑅 matrices are to be carried out to find a suitable adjustment 

to improve the performance of the filter [76]. 

In general, for a high value of 𝑅, the gain 𝐾 is small and the dynamics are faster. Whereas 

for a high value of 𝑄, the gain 𝐾 is large and the dynamic performance is slower [77][78]. 

However, consideration must be given to the risk of the observation becoming unstable too high 

value of 𝑄 or too low value of 𝑅 [79][80]. 
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The covariance matrices are chosen through a process highlighting state noise and errors for 

a better compromise between filter stability and convergence time. We retained the matrices Q 

and R as follows: 

𝑄 =

[
 
 
 
 
1𝑒 − 9 0 0 0 0
0 1𝑒 − 9 0 0 0
0 0 1𝑒 − 9 0 0
0 0 0 1𝑒 − 9 0
0 0 0 0 0.01]

 
 
 
 

,  𝑅 = [
1𝑒 − 3 0
0 1𝑒 − 3

] 

 

III.3.4 Estimator-based methods (open loop estimation) 

These estimators rely on the use of a machine representation in the form of Park's equation 

defined in steady state (static estimator) or transient (estimator dynamic). They are obtained by 

a direct resolution of the equations associated with this model. Such an approach leads to the 

implementation of simple and fast algorithms. However, as mentioned in section (III.2) that the 

direct flux measurement requires expensive probes and the need to modify the machine design, 

hence the necessity of estimating the flux. In general, its estimation is based on the measured 

currents and voltages of the motor. In current model-based algorithms, motor flux is estimated 

by solving a set of equations in which currents, speed, or rotor position are required. Differently, 

voltage model based algorithms require only voltages and currents, therefore they are 

considered more convenient due to their simplicity. 

In this chapter, we will present types of stator flux estimators based on using a fractional 

order integrator instead of a classical integrator with the necessary improvements at low-speed 

operation, starting with the presentation of the fractional order integrator. 

III.3.1 Approximation of the Fractional order integrator 

In the frequency domain, the fractional-order integrator's transfer function is represented by 

the irrational transfer function below [33]: 

                      
1

( )
n

G s
s

                                                                                                                    (III.34) 

Where: s j   and 0 1n  . 

In a frequency range
,( , )L H  , where L  is the lower limit of the frequency equal to 0.001 

(rad/s), and 
H  is the higher limit of the frequency equal to 1000 (rad/s), (III.28) can be written 

as follows [33]: 

   ( )
1 ( / ))(

I

n

b

K
G s

s


 
                                                                                                           (III.35) 

where b  is the Cutoff frequency and 
IK  is the parameter of the rational function 

approximation, they are respectively given by [34]: 

  
10( )10 1m

b L

                                                                                                                   (III.36)     

1
I n

b

K 


                                                                                                                                 (III.37) 

where   is the allowable maximum error when substituting equation (III.34) by equation 

(III.35) in the desired frequency range
,( , )L H  . 

In that range, the irrational transfer function can be approximated with a rational transfer 

function as follows [34]: 
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1

0

0

1

( )

11

N

i iI
I

N

i
b

n

i

K
G

s

z

ss

K

p

s







 
  
 

 
  

   
   

                                                                                           (III.38) 

0log( )
1

log( )

H P
N Integer

ab

 
  

 
                                                                                                  (III.39) 

The poles 
ip  and zeros 

iz  of equation (III.38) are given by [33]: 

0 ( ) , 0,1i

ip p ab i N                                                                                                              (III.40)  

0 ( ) , 0,1 1i

iz z ab i N                                                                                                             (III.41)  

The values of a , b , 0p  and iz  can be determined as follows[33]: 
 )10( )( 1

10
y m

a


                                                                                                                       (III.42) 
 (10 )

10
y m

b                                                                                                                             (III.43) 
 )

0

(20
10

y

b

m
p                                                                                                                      (III.44) 

 
0 0z ap                                                                                                                               (III.45) 

As a result, a rational function in a specific frequency selected area can approximate the 

fractional-order integrator as follows [34]: 

1

0
0

0
0

1
( )1

( )

11
( )

.

N

i
i

I
In

N

i

n

i
b

s

z abK
G s K

s s

p ab

s







  
    

   
  

   
             

                                                                        (III.46) 

To improve the effectiveness of the integrator, its degree has to be increased. Thus, the 

function G  is rewritten as follows [33]: 

1

0
0

0
0

(
.

1
)1 1 1 1

( )

11
( )

N

i
i

I
I

N

i
ib

n

s

z abK
G s K

s s ss s

p b

s

a









  
    
   

  
   

             

                                                                         (III.47) 

Thus, the parameter   is defined as follows: 1n    and 0 1   . 

III.3.2 Construction of the proposed integrator 

The basic stator flux estimator is given by: 

1
s se

s
                                                                                                                                  (III.48) 

where se is the feedback EMF, it is given by: 

s s s se V R i                                                                                                                             (III.49) 

and 
sV is the stator voltage, it is given by:      

2 2

s s sV V V                                                                                                                         (III.50) 

 The stator voltage components in ( , )  frame sV and 
sV
are estimated using the following 

equations: 

1 2 3

2
( 0.5( ))

3
s dcV V D D D                                                                                                      (III.51) 

2 3

3
( )

3
s dcV V D D                                                                                                               (III.52) 
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where
1D , 

2D and 
3D are duty cycles, 

dcV is the dc bus voltage.  

 si in equation (III.49) is the stator current given by: 

2 2

s s si i i                                                                                                                           (III.53) 

si 
and

si 
are the components of 

si  in the ( , )  frame, they are obtained from the three-phase 

stator currents using Clarke transformation.  

For ss j   where s  is the stator frequency, equation (III.49) can be expressed as follow: 

1
s s se

j
                                                                                                                         (III.54) 

An undesirable signal  rises with the feedback EMF
se , so equation (III.54) became: 

)
1

(s s se
j

                                                                                                                      (III.55)    

Let s j    , so we obtain [25]: 

s s s sj e                                                                                                                         (III.56)                                    

where s  characterize both the undesirable offset and the noise generated by the voltage and 

current sensors. 

In order to control the undesirable signals, [25] proposed to introduce a gain C  in series with

s . 

According to [25] to operate the motor in the two directions, the estimator scheme needs to 

be expanded by the factors ( )ssign  and | |s . 

 

The proposed integrator is shown in figure (III.5) 

 

Figure III. 5: Proposed integrator. 

From figure (III.5), the transfer function can be expressed as follow: 

 

    
1 ( )

| |

s s

s s

j C sign

e s C

   


 


                                                                                                          (III.57) 

    
( )

( )
| |

s
s s s

s

j C sign
j e j e

s C
 

  
   

 
                                                                                       (III.58) 

    
( )

| |

s s s

s

s

e e C sign

s C

 

 

   
 

 
                                                                                                 (III.59) 

    
( )

| |

s s s

s

s

e e C sign

s C

 

 

   
 

 
                                                                                                 (III.60)    
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The Bode plot of the function in equation (III.59) is performed using the Fomcon toolbox of 

MATLAB software using three different values of   (1.25, 1.5 and 1.75) with 20s    and 0  

(rad/s). 

 

The obtained results are shown in figure (III.6) and figure (III.7). 

 

Figure III. 6: The effect of α on the proposed integrator at cutoff frequency=5 (rad/s). 

From figure (III.6) when 1.25   the resonance phenomenon appears at the cutoff frequency 

which disturbs the system. Therefore, our work has been done with 1.25  .   

Figure (III.6) shows that the undesirable high-frequency signals are more attenuated by the 

proposed integrator than the classical LPF integrator, thus a good estimation for stator flux is 

achieved. 

 

Figure III. 7: The classical and the proposed integrators at    𝜔𝑠 = 0 (rad/s). 

 

From figure (III.7) the problem of multiplication by s , which makes the integrator act like a 

zero gain at 0s   (rad/s), is eliminated. 
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Figure III. 8: Classical LPF integrator. 

Figure (III.8)  shows the classical LPF integrator proposed in [25]. It has been compared 

with the proposed integrator shown in figure (III.9) in order to validate its effectiveness. 

 

Figure III. 9: The proposed integrator. 

The expression of the cutoff frequency is given by: 

                  | |c sC                                                                                                      (III.61)                                    

where 
s  is the operating frequency. 

From [35] and [8] the operating frequency is calculated by: 

                  
2| |

s s s s

s

s

e e     
 


                                                                                       (III.62) 

where se   and 
se 

 are the composites of EMF in the ( , )  frame. 

s  and 
s   are the composites of stator flux in the ( , )  frame.  

To introduce the cutoff frequency with the classical and fraction order LPF using the 

estimation of operating frequency, the two LPF block schematics illustrated in figure (III.6)  

and figure (III.7) should be modified from schematic shown in figure (III.8) and figure (III.9): 
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Figure III. 10: Classical LPF block. 

 

Figure III. 11: Modified classical LPF block. 

Now we can easily introduce the estimated operating frequency into the LPF shown in Figure 

(III.11). 

The same modification is carried out in Figure (III.10) and Figure (III.13) for the proposed 

integrator. 

 

Figure III. 12: Fractional order LPF block. 

 

Figure III. 13: Modified fractional order LPF block. 

The final proposed integrator and the classical integrator are presented in Figure (III.14) and 

Figure (III.15) respectively. 



Chapter III                                                                                      Mechanical Sensorless Control 

 

67 

 

Figure III. 14: Final scheme of the classical LPF estimator. 

 

Figure III. 15: Final scheme of the proposed estimator. 

 

Figure (III.14) and Figure (III.15) have been used in the block "Torque and flux estimation" 

shown in Figure (III.16) for comparison. 

Using the stator flux estimation, the electromagnetic torque can be estimated as follow: 

3
( )

2
em s s s sp i i                                                                                                               (III.63) 

where p  is the number of pole pairs of the induction motor. 

The estimation of the stator flux phase angle is given by: 

2( ), ssatan                                                                                                                     (III.64) 

where the function 2atan  is the four-quadrant arctangent of the elements of 
s  and s . 

III.3.3 Experimental results 

To show the proposed method's validity, the DTC of an induction motor scheme shown in 

figure (III.16) has been implemented in the experimental test bench that is illustrated in the 

appendix. 
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Figure III. 16: DTC scheme of induction motor. 

The induction motor’s parameters are given in “Table I”. These parameters have been found 

using classical identification. The stator resistance is the only parameter used in the DTC drive 

shown in Figure (III.16). It was measured using a multimeter with a precision of 1.2%. 

At rotor speed  r 10   (rad/s), the stator flux is estimated using both the LPF estimator 

proposed in the [25] and our proposed estimator, for comparison. 

If the cutoff frequency is so lower than the operating frequency, the ability of the estimator 

to eliminate the dc offset is reduced. In addition, if it is chosen closer than the operating 

frequency, the error in phase and magnitude will be raised. Therefore, for optimal steady-state 

operation, selecting an adequate cutoff frequency for the estimator is necessary [36]. The value 

of   𝐶 in equation (III.61) has been taken as 0.2 in this work [24]. 

 

Figure III. 17: Experimental result of magnitude stator flux. 

The stator flux magnitude reference is set to 0.8 (𝑊𝑏). It is controlled with the PI regulator 

in the two cases (with the classical LPF estimator and with the proposed estimator), thus the 

magnitude error between the reference and the estimated flux is practically eliminated as it is 

shown in Figure (III.17). Therefore, we are interested to analyze only the estimated flux 

component waveforms and phase angle. It must be noticed that the real value of the stator flux 
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is still unknown without using a sensor to measure it but anyway it can be controlled and 

estimated. 

The reference speed of the induction motor is set at 10 (𝑟𝑎𝑑/𝑠). The speed is reduced in the 

experiment because noise appears at a low speed. In each Figure below (Figure III.18 to Figure 

III.25), the proposed integration procedure is compared to the classical LPF integrator's 

performance. 

 

 
Figure III. 18 : Experimental result of alpha-beta stator flux components: (a) classical LPF 

estimator, (b) with the proposed estimator. 

 
 

Figure III. 19: Experimental result of stator flux phase angle with the proposed estimator and 

the classical LPF estimator. 

 

 
(a)                                                                     (b)                                       

 



Chapter III                                                                                      Mechanical Sensorless Control 

 

70 

 
 

Figure III. 20: Experimental result of rotor speed with the proposed estimator and the 

classical LPF estimator. 

 
Figure III. 21: Experimental result of electromagnetic torque with the proposed estimator and 

the classical LPF estimator. 

Figure III. 22: Experimental result of alpha-beta stator flux components in the case of 

inverting speed: (a) with the classical LPF estimator and (b) with the proposed estimator. 

   
(a)                                                                       (b)                                       
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Figure III. 23: Experimental result of stator flux phase angle in the case of inverting speed. 

 

 
 

Figure III. 24: Experimental result of rotor speed in the case of inverting speed. 

 
Figure III. 25: Experimental result of electromagnetic torque in the case of inverting speed. 

The effect of the undesirable signal noise on the estimation stator flux is clearly observed 

from the above experimental results of DTC with the classical LPF estimator. 

An accurate waveform of the alpha-beta stator flux components can be observed in Figure 

(III.18.b) obtained by the proposed estimator flux compared with the waveforms obtained by 

the classical LPF estimator in Figure (III.18.a).  
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Furthermore, from Figure.19 we can observe that the stator flux phase angle is distorted in 

the case of classical LPF. Moreover, speed and torque are also affected by undesirable high-

frequency noise. Under no-load conditions, the motor generates a low torque to overcome the 

friction of both the rotor of the induction motor and the rotor of the DC machine, which is 

positive when the motor turns in the positive direction and negative when the motor turns in the 

negative direction. The induction motor respects this rule in the case of fractional order LPF 

estimator with reduced ripple.  However, in the case of the classical LPF estimator, the torque 

and the speed are completely deformed as shown in figure (III.20) and figure (III.21).    

When the induction motor’s speed changes from 10 (rad/s) to -10 (rad/s), the component of 

the stator flux in figure (III.22.a), are deteriorated, on the other hand, this error is eliminated 

with the proposed integration method as shown in figure (III.22.b). 

Figure (III.23) shows the stator flux phase angle. In the case of the proposed method, it is 

clear that this phase angle is quite smooth during the motor rotation change. In addition, the 

speed is accurate and stable and the torque ripple is reduced as shown in figure (III.24) and 

figure (III.25) respectively. 

 

III.4. Conclusion 

  The problem of noise encountered, at low speeds, with stator flux, estimation in direct 

torque control of induction motors has been examined in this chapter. The modified integrator 

described in this chapter makes the estimated stator flux far less sensitive to the noise at low 

speed. The experimental results show clearly that the proposed integrator decreases the 

sensitivity of the voltage model against noise. Hence, good performance of induction motor 

direct torque control has been achieved. 
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IV.1 Introduction 

Direct Torque Control (DTC) is an advanced and simple control method in Alternating 

Current (AC) drive systems, to achieve high performance torque control. Conventional DTC 

uses a hysteresis band controller, whose control action has no difference between large torque 

error and small torque error. This results in a high torque ripple and variable switching 

frequency. This chapter aims to improve the conventional DTC performance by using space 

vector SVPWM with different controllers, to minimize torque error, and achieve constant 

switching frequency and better motor performance. These techniques can significantly reduce 

torque ripple and improve dynamic response in comparison with conventional DTC. The 

validity of these techniques is confirmed by the simulation results. 

IV.2 DTC control parallel structure with different controllers 

IV.2.1 Classical DTC with hysteresis controller 

The direct torque control strategy, originally proposed by Takahashi, is based on the 

principles developed in chapter one. Using a judicious choice of the inverter's appropriate 

voltage vector, this method consists in controlling the stator flux magnitude and the torque 

directly and simultaneously [1]. 

Choosing the voltage vector depends on the desired variation in stator flux magnitude, the 

desired rotation speed evolution and consequently the torque as well [2]. 

Flux and torque are estimated using the supply voltages and currents, then compared to their 

respective references by two- or three-level hysteresis comparators [3] [4]. Therefore, the 

voltage vector choice is made according to the comparator's state and the stator flux position as 

well in the complex plane [5]. This strategy shows that the complex plan is divided into six 

sectors of 60º. Decomposition into twelve sectors is possible but it does not bring additional 

improvements in the DTC structure with a two-level inverter [6]. 

The structure control block diagram is shown in figure (IV.1). Hysteresis band controllers 

are used to regulate flux and torque. 

 

Figure IV. 1: General structure of the Classical Direct Torque Control (CDTC). 
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IV.2.2 DTC-SVPWM with three PI controllers 

This method retains the basic idea of the classic DTC method [7]. This is accomplished by 

using the stator flux orientation method [8]. Thus, the PI regulators and the SVPWM method 

can both produce and impose control voltages [9]. 

This control structure has the advantages of vector control and conventional DTC by 

overcoming the problems of the latter [10]. PI controllers and vector modulation techniques are 

used to achieve fixed switching frequency and less torque and flux ripple [11]. 

The structure control block diagram is shown in figure (IV.2). Two PI controllers are used to 

regulate flux and torque. 

 

 

Figure IV. 2: DTC-SVPWM of an induction motor. 

In this arrangement, there are two proportional integral (PI) type controllers, which adjust 

the torque and stator flux magnitude instead of the hysteresis band. The two PI controllers 

produce the control voltages to control the motor-side voltage source inverter [12]. A PI 

controller controls torque, where Takahashi tables and hysteresis have been eliminated. 

Compared to FOC (Field Oriented Control) vector control, this DTC control is not required by 

using a decoupling mechanism, and only PI controllers can adjust the magnitudes of stator flux 

and torque [13]. 

IV.2.3 DTC-SVPWM with two PI controllers and fuzzy logic controller speed 

In this chapter, we aim to construct a more robust DTC control by replacing the PI controller 

for the speed regulation loop with the fuzzy logic controller (FLC). The FLC was designed 

using the fuzzy control toolbox provided in Matlab, with Mamdani's min max decision 

inference engine. 

The signals for the error and the variation in speed error are used as inputs to the speed 

controller, and an output is taken to provide the electromagnetic torque reference [14]. 

The structure control block diagram is shown in figure (IV.3). Where the fuzzy logic 

controller instead of the classical PI controller adjusts the speed. 
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Figure IV. 3: DTC-FLC control functional diagram. 

IV.2.4 DTC-SVPWM with a fractional order PI (FOPI) controller speed 

We keep the same studied system illustrated in Fig. III.2, only the PI controller is changed 

to a fractional order PI (FOPI) controller for speed, torque and flux control [15]. 

The FOPI control algorithm like that in a conventional PI controller focused on the error 

value calculation, which corresponds to the difference between the quantity measured and that 

of the desired reference [16] [17]. The FOPI controller is similar in structure to the classic PI 

controller, which tries to minimize the error by adjusting process control inputs, but the FOPI 

controller considers non-integer integration orders to determine the control action [18]. 

The structural control block diagram is shown in figure (IV.4). 

 
Figure IV. 4: DTC-FOPI controller. 

IV.3 Control of speed, stator flux, and electromagnetic torque 

IV.3.1 Decoupling 

There are different decoupling techniques: decoupling by state feedback, static decoupling 

or compensation decoupling, which we will now present [19]. 

IV.3.1.1 Compensation decoupling 

The purpose of compensation is to decouple the 𝑑 and q axes. Through this decoupling, it is 

possible to define the regulators' coefficients by simply writing the equations of the machine 

and the regulator part [20]. By considering the slow dynamics of the flux at low speed (
𝑑𝜓𝑟𝑑

𝑑𝑥
=

0) compared to the currents [21], then the voltage equations can be written by introducing the 

Laplace operator 𝑠 as follows [22]: 
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                                                                                      (IV.1) 

Then, the new control variables 𝑣𝑠𝑑
∗ , 𝑣𝑠𝑑

∗  are written as follows: 

 
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 

                                                    (IV.2) 

With: * designating the reference variable control. 

Thus, the actions on the 𝑑 and 𝑞 axes are decoupled as represented in the figure diagram 

(IV.5). 

 
Figure IV. 5: New control acquired. 

The voltages 𝑣𝑠𝑑 and 𝑣𝑠𝑞 are then reconstituted from the voltages 𝑣𝑠𝑑
∗ , 𝑣𝑠𝑞

∗  figure (IV.6): 

 
Figure IV. 6: Reconstruction of voltages vsd and vsq. 

IV.3.2 Stator flux evolution rule 

The generally accepted model for the DTC implementation is that with a stationary reference 

frame 𝛼, 𝛽, this model is given by the following equations system [23]: 

Ψ

0

s
s

r

d
R

dt

d
R j

dt





 


   


s s

r
r r

v i

i Ψ

                                                                                                                      (IV.3) 

Where: 

s, ,s s s s s s sv jv i ji j           sv i Ψ                                                                                     (IV.4) 
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,r r r r r ri ji j       i ψ                                                                                                           (IV.5) 

From (IV.3) 

 0

t

sR dt  s s sv iψ                                                                                                                              (IV.6) 

Knowing that during a sampling period [0,𝑇𝑠], the control sequence (𝑆𝑎 𝑆𝑏 𝑆𝑐) of the 

converter is fixed, the equation (IV.6) can be written as follows [24]: 

0 0( ) s

s

T

st T R dt   s s s sv iψ ψ                                                                                                             (IV.7) 

Or: 

 2

dc 0

2
( )

3
s

a c

T

b st V S aS a S R dt     s s0 sΨ iψ                                                                          (IV.8) 

Where: 𝑎 = 𝑒𝑗2𝜋/3, 𝜓𝑠0 is the flux vector at 𝑡 =  0, and with the assumption that the 

resistance 𝑅𝑠 remains constant [25]. 

And if we ignore, as a first approximation the voltage drop due to the stator resistance, the 

stator flux vector at the time (𝑡 + 𝛥𝑡) is deduced from the flux vector at time 𝑡 by the following 

vector summation, within one inverter switching period (where 𝑣𝑠 being fixed): 

( Δ ) ( ) Δt t t t  s s sΨ Ψ v                                                                                                                    (IV.9) 

The equation (IV.9) can be reduced to the following recurrence equation: 

( 1) ( ) sn n T  s s svψ ψ                                                                                                                    (IV.10) 

Where: 

𝜓𝑠(𝑛) The stator flux vector at sampling time 𝑡𝑛. 

𝜓𝑠(𝑛 + 1) The stator flux vector at sampling time 𝑡𝑛+1. 

Therefore, the variation of the stator flux due to the application of a voltage vector during a 

control period is: 

Δ ( ) ( 1) ( )s s s s sn v T n n                                                                                                     (IV.11) 

The equation (IV.11) shows that the trajectory of 𝜓𝑠 follows the direction of the voltage 

vector 𝑣𝑠, such that, if the latter is nonzero, the extremity of the vector 𝑣𝑠 follows the direction 

of 𝜓𝑠, and if  𝑣𝑠 is zero voltage, then 𝜓𝑠 is fixed. 

To better illustrate the behavior of the stator flux module, we will represent it in a rotating 

frame, 𝑑, 𝑞  where it coincides with the axis 𝑑 ,figure (IV.7) [26]. 

 We can rewrite the equation (IV.3), knowing that: 

2 2

sd sq  sψ                                                                                                                                (IV.12) 

 , 0
s sd

sd s sd sq

d d
v R i

dt dt

 
                                                                                             (IV.13) 
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Figure IV. 7: Orientation of the d-axis according to the stator flux direction. 

By neglecting the stator ohmic voltage drop due to the resistance, the variation of the stator 

flux modulus becomes: 

sd
sd

d
v

dt


                                                                                                                                             (IV.14) 

From equation (IV.14), we find that the change in the stator flux magnitude is proportional 

to the stator voltage radial component, i.e., when an active voltage vector is applied, the 

projection of this voltage on the flux axis allows its magnitude variation [27]. 

If a zero voltage sequence is applied, we find that the variation of the stator flux magnitude 

is zero. 

0sdd

dt


                                                                                                                                               (IV.15) 

We can see in figure (IV.7) that the vectors ( 𝑉1 , 𝑉2 , 𝑉6) have a positive radial component 

𝑉𝑠𝑑 , this means that these vectors increase the  stator flux magnitude. On the other hand the 

vectors ( 𝑉3 , 𝑉4 , 𝑉5)  have a negative radial component 𝑉𝑠𝑑 which has the effect of reducing 

the stator flux magnitude [28]. 

Figure (IV.8) shows two situations of the stator flux variation, when two different voltages 

are applied. 

 
Figure IV. 8: Evolution of stator flux vector in terms of an applied voltage vector. 

IV.3.3 The electromagnetic torque evolution rule 

The torque is expressed by [26]: 

  sine t tT K K       s r s rΨ Ψ Ψ Ψ                                                                                       (IV.16) 

With: 
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𝐾𝑡
′ = 𝑝

3

2

𝐿𝑚

𝜎𝐿𝑠𝐿𝑟
                                                                                                              (IV.17) 

|𝜓𝑠|: Stator flux magnitude. 

|𝜓𝑟|: Rotor flux magnitude. 

 𝛿: Angle between the stator flux and rotor flux vectors, figure IV.9. 

 
Figure IV. 9: angle δ illustration. 

We can immediately see that the torque depends, on the magnitude of the two vectors 𝜓𝑠 and 

𝜓𝑟 as well as on the angle 𝛿. 

Assuming that the stator flux is maintained within a predetermined hysteresis band, this 

allows us to assume that, it follows its reference (𝜓𝑠 = 𝜓𝑠𝑟𝑒𝑓), and that the rotor flux evolution 

is slow compared to that of the stator flux [29], the expression (IV.16) now becomes: 

sref  sin( Δ )e tT K      rΨ Ψ                                                                                                   (IV.18) 

Figure IV.10 illustrates the evolution of the angle 𝛿, for two different voltage vectors. 

 
Figure IV. 10: Evolution of the angle in terms of applied voltage vector. 

Therefore, to fix the stator flux magnitude, it is necessary to impose a circular trajectory at 

the end of the flux vector. For this, the applied voltage vector must always be perpendicular to 

the flux vector. However, as there are only eight possible voltage vectors, two of which are zero, 

this results in the stator flux, by the radial component application, which acts on the stator flux 

magnitude, and of a transverse component, which acts on the angular difference between the 

stator and rotor fluxes, thus on the torque. 

The vectors ( 𝑉2 , 𝑉3 , 𝑉4)  have a positive transverse component, so it is these vectors that 

increase the torque more or less depending on the speed and the flux phase. On the other hand, 

the vectors (𝑉5 , 𝑉6 , 𝑉1)   have a negative transverse component that enables the torque to be 
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decreased. The application of zero vectors amounts to blocking the position of the stator flux 

vector for a duration corresponding to the control period, while the rotor flux vector is 

continuing its course according to its inertia, thus catching up with the stator flux vector [30]. 

Therefore, the action obtained is a decrease in torque while maintaining the stator flux 

magnitude unchanged if the speed is positive and an increase in torque if it is negative. 

IV.3.4 Stator flux hysteresis controller  

In order to achieve adequate dynamic performance, the two-level hysteresis controller is the 

simplest and most suitable solution for direct torque control. The hysteresis band is used to 

evaluate the flux error where the flux controller's output is given by the logical variable 𝑑𝜑[0, 

1], indicating the overshoot and undershoot of the flux's magnitude [31]. 

Thus, by using the following equation, the two-level hysteresis comparator enables the 

detection of the control band overshoots [32]: 

ˆ Δs se H                                                                                           (IV.19) 

Where ΔH  is the hysteresis band of the controller. 

The sign error between the reference flux s 
and the estimated flux ˆ

s  defines which voltage 

vector should be used. 

{
𝑑𝜑 = 1         𝑓𝑜𝑟    𝑒𝜑 > ∆𝐻𝜑
𝑑𝜑 = 0         𝑓𝑜𝑟    𝑒𝜑 < ∆𝐻𝜑

                                                                                                 (IV.20) 

 

IV.3.5 Electromagnetic torque hysteresis controller 

IV.3.5 .1 Two-level hysteresis comparator 

This controller is identical to that used for stator flux magnitude control. It only enables 

torque control in one rotational direction. Therefore, only the vectors 𝑉𝑖+1 and 𝑉𝑖+2can be 

chosen to cause the flux to evolve. As a result, the torque decrease is only achieved by the null 

vector selection [33]. 

With this corrector, it is necessary to cross two machine phases in order to reverse the 

machine's rotational direction [34] [35]. However, this controller is easier to implement.  

                  
 Figure IV. 11: Magnitude flux evolution.        Figure IV. 12: Two-level hysteresis controller. 
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IV.3.5 .2 Three-level hysteresis comparator 

It allows the motor to be controlled in both rotational directions, either for positive or 

negative torque, figure (IV.13) [36]. The corrector output, represented by the boolean variable 

𝑡𝑐 indicates directly whether the torque magnitude must be increased in absolute value, i.e. 

𝑡𝑐 = 1 for a positive setpoint and 𝑡𝑐 = −1 for a negative setpoint, or decreased 𝑡𝑐 =  0. 

 
Figure IV. 13: Three-level hysteresis torque comparator. 

Three-level comparator allows operation in all four quadrants without requiring structural 

modifications [37]. 

IV.3.6 Speed regulation in DTC control 

DTC of the induction motor has the ability to operate without a speed control loop [38]. 

Therefore, it does not require information on the rotation speed. This can classify the DTC as a 

speed sensorless control for many industrial applications. On the other hand, since many 

applications necessitate speed control, the speed regulation loop is required. 

Rotation speed regulation typically involves the use of proportional-integral (PI) controllers 

[39]. It is performed by comparing the reference value and the actual measured value of the 

rotational speed. Then the comparison error becomes the input of the PI controller, which has 

calculated gains. The most common approach for calculating these gains is pole placement [40]. 

The dynamic equation and the transfer function using the speed loop's Laplace transform are 

given as follows [41]: 

e r v

dΩ
T T f Ω

dt
J                                                                                                                             (IV.21) 
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 
                                                                                             (IV.22) 

The transfer function of the PI controller is defined by: 

      𝑃𝐼 = 𝐾𝑝𝑠 +
𝐾𝑖

𝑠
                                                                                                             (IV.23) 

Where: 

𝑘𝑝: The proportional gain of the PI controller. 

𝑘𝑖: The integral gain of the PI controller. 

 𝑆: The Laplace operator. 
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Figure (IV.14) shows the operating principle diagram of the speed control loop: 

 
Figure IV. 14: Block diagram of the regulation speed. 

Taking into account that the load torque is a perturbation. The open loop speed control's 

global transfer function has now become: 

     𝐺Ω(𝑠) =
1

𝑗𝑠+𝑓𝑣
(𝐾𝑝𝑠 +

𝐾𝑖

𝑠
)                                                                                                                    (IV.24) 

The transfer function in a closed loop is as follows:   
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By member-to-member identification, the canonical form of the second-order system given 

in (IV.23) is used as the denominator of the equations (IV.24), which are as follows: 
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                                                                                                                     (III.26) 

Where: 

𝜔𝑛: Natural frequency. 

ξ : The damping coefficient is usually equal to 1 in gains calculations. 

We obtain: 
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                                                                                                                                 (IV.27) 

IV.3.7 Control of stator flux with PI controller 

 Figure (IV.15) shows the block diagram of an induction motor that is simplified and doesn't 

include the rotor equation, on the 𝑑 − 𝑞 frame where the stator flux is orientated. 
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Figure IV. 15: Simple block diagram of induction motor. 

The literature [42, 43, 44] proposes various control structures based on the aforementioned 

induction motor model. One of them is a technique that used two PI controllers shown in figure 

(IV.2). 

The flux and torque control loops for the technique shown in figure (IV.2) are presented in 

figure (IV.16) by taking into account a straightforward model of IM (figure IV.15). The IM 

model is illustrated in Fig. IV.16 by the bold line. 

 
Figure IV. 16: Induction motor control loops with two PI controllers. 

The PI controller's transfer function is given as follows: 

𝐺𝑅(𝑠) =
𝑈(𝑠)

𝐸(𝑠)
= 𝐾𝑝 (1 +

1

𝑠𝑇𝑖
) = 𝐾𝑝

1+𝑠𝑇𝑖

𝑠𝑇𝑖
                                                                                                (IV.28) 

Where: 

𝐾𝑝: Proportional gain. 

𝑇𝑖: Controller integrating time.  

The figure below represents the PI controller scheme. 

 
Figure IV. 17: PI controller’s block diagram. 

Figure (IV.18) illustrates the flux control loop's block diagram. The model shown in figure 
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(IV.16) serves as the foundation for this control loop. The voltage drop across the stator 

resistance is ignored [45]. In the stator flux control loop, the inverter delay is taken into 

consideration. 

 
Figure IV. 18: Control loops of the stator flux magnitude. 

The symmetry criterion can be used for flux controller parameter design [46]. The plant 

transfer function can be expressed as follows in compliance with the symmetry criterion:  

𝐺(𝑠) =
𝑒−𝑠𝜏0

𝑠(1+𝑠𝑇1)
                                                                                                                                            (IV.29) 

Where: 

 𝜏0: The inverter’s dead time. 

𝑇1: Sum of small time constants. 

The following formulas can be used to get the ideal controller parameters [50]: 

𝐾𝑝𝜓 =
1

2(𝑇1+𝜏0)
=

1

2𝑇𝑠
                                                                                                                      (IV.30) 

𝑇𝑖𝜓 = 4(𝑇1+𝜏0) = 4𝑇𝑠                                                                                                                              (IV.31) 

By taking 𝑇1 = 𝑇𝑠 and 𝜏0 = 0, we obtain the values shown in the following table: 

 

Table IV. 1: Determining the flux controller parameters. 

𝑇𝑠 𝐾𝑝𝜓 𝑇𝑖𝜓 

10−4 5000 0.00040 

2 ∗ 10−4  2500 0.0008 

 

IV.3.8 Control of electromagnetic torque with PI controller [47] [48] [49] 

Based on the model presented in figure (IV.16), figure (IV.19) depicts the schematic diagram 

of the torque control loop. 

 
Figure IV. 19: Control loops of the torque. 

In this situation, we use Ziegler Nichols tuning method to find the parameter of the torque 

controller. Starting with the initial values [51] [52] [53], such as 𝐾𝑝 = 𝐾𝑝𝑚 = 1 and  𝑇𝑖 = 4𝑇𝑠. 
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Finally, we obtain the values shown in the following table: 

 

Table IV. 2: Determining the torque controller parameters. 

𝑇𝑠 𝐾𝑝 𝑇𝑖 

10−4 20 0.0004 

2 ∗ 10−4 12 0.0008 

 

IV.3.10 Control of speed with FOPI controller [57] [58] [59] 

The FO-PI controller is based on the same principles as a classic PI controller, except that in 

this case the control action is calculated using fractional order integrals, where 𝛼 denotes the 

fractional order, which is a real number 𝛼 ∈  (0,1) [54] [55]. 

The Control loop of speed with the FOPI controller is shown in figure (IV.20). 

 
Figure IV. 20: Rotor speed control loops. 

Here, we have taken into account the three specifications proposed to ensure the system's 

stability and robustness, which are [84], [85], [86]: 

- The robustness of plant gain variation requires that the phase derivative with respect to 

frequency be zero, i.e., the Bode phase plot should be flat at the gain crossover frequency. it 

means that the system is more robust to get changes and the response overshoots are almost the 

same. 

- The specification of gain crossover frequency: 

|𝐺(𝑗𝜔𝑐)|𝑑𝐵 = |𝐶(𝑗𝜔𝑐)𝑃(𝑗𝜔𝑐)|𝑑𝐵 = 0                                                                                                   (IV.32) 

 -The phase margin specification: 

Arg [𝐺(𝑗𝜔𝑐)] = Arg [𝐶(𝑗𝜔𝑐)𝑃(𝑗𝜔𝑐)] = −𝜋 + 𝜙𝑚                                                                             (IV.33) 

 The equation 𝐺(𝑠) is the open-loop transfer function of the FO-PI controller design for 

induction motor speed control, shown by the block diagram in figure (IV.20), given by [56]: 

( ) ( ) ( ) tI
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  
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                                                                                         (IV.34) 

Where: 
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                                                                                                             (IV.35) 

Where: 

𝐾 =
𝐾𝑡

𝑓𝑣
  and 𝑇𝑚 =

𝑗

𝑓𝑣
 the mechanical time constant. 

Depending on the phase and gain of the FOPI controller, the open-loop frequency response 

𝐺(𝑗𝜔) is as follows: 

 ( ) ( ) ( )G j C j P j                                                                                                                 (IV.35) 

With the phase and gain of the 𝐺(𝑠) are as follows: 
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The phase and the gain of the 𝑃(𝑠) are as follows: 
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The phase of 𝐺(𝑗𝜔) of (IV.35) can be expressed as follows: 
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                        (IV.42) 

Where: c and m are desired cutoff frequency and phase margin respectively.  

From (IV.42), the relation between 𝐾𝐼and 𝛼 can be established as follows: 
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The plant variation is obtained as follows: 
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From (IV.45), we can establish an equation about 𝛼 and 𝐾𝐼 in the following form, 
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𝐾𝑝 is obtained as follow: 
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It is clear that equations (IV.48), (IV.49) and (IV.51) allow us to observe that 𝛼, 𝐾𝑃 and 𝐾𝐼 

can be obtained together. 

IV.3.11 Control of speed with fuzzy logic controller 

IV.3.11.1 Fuzzy logic concept 

Fuzzy logic is a technique used in artificial intelligence. It mirrored the empirical behavior 

of the human brain by appearing as a precise logic substitute. Prof. Lotfi A. Zadeh at the 

University of California, defined fuzzy logic's theoretical foundations in 1965 [60]. 

Then it was Mr. Mamdani's turn to try it out by incorporating it into the regulation of 

industrial operations (such as the steam engine regulation) in 1974 [61]. Fuzzy logic has been 

used since 1985 in numerous industries, including automation, robotics, road traffic 

management, air traffic control, and environmental protection (meteorology, climatology, 

seismology). 

IV.3.11.2 Fuzzy Logic Control (FLC) Properties  

In general, fuzzy logic controllers are typically used when a system's nonlinearity makes 

mathematical modeling of the system extremely challenging [62]. We can cite some of FLC's 

properties [63]: 

 Accurate identification of system parameters. 

 Under precisely defined conditions, the system behaves in a confusing characteristic. 

 The system is described in a linguistic form but not in its analytical form. 

 The conditions themselves are ambiguous. 

IV.3.11.3 General Theory of fuzzy logic 

Boolean set vs fuzzy set [64] 

Let 𝐴 be both a generic component of 𝑋 and an object space (also known as the discourse 

universe or the universal set). 𝐴 classical set 𝐴 (𝐴 is a subset of 𝑋), is defined as a collection of 

elements or objects, so each may or may not belong to set 𝐴. By defining a characteristic 

function for each element of 𝑋, we can represent the classical set 𝐴 by a set of ordered pairs 

(𝑥;  0) or (𝑥;  1) which respectively indicate 𝑥 ∈  𝐴 or 𝑥 ∉  𝐴 

 
Figure IV. 21: Example of classical set and fuzzy set. 

Despite being a crucial tool for engineering science, classical sets do not exactly replicate 

the ambiguous and abstract human ideas’ nature (figure IV.21). 

The degree to which an element belongs to a set is expressed via a fuzzy set. In other words, 
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a fuzzy set 𝐴 in 𝑋 is defined as a set of ordered pairs if 𝑋 is a collection of objects generally 

denoted by 𝑥: 

𝐴 =  {(𝑥 , 𝑢𝐴(𝑥))|𝑥 ∈  𝑋}                                                                                           (IV.52) 

Where: 

𝑢𝐴(𝑥): is the membership function (MF) for the fuzzy set 𝐴  

Each element of 𝑋 is mapped to a membership grade (or membership value) between 0 and 

1 using the membership function. 𝐴 is reduced to a classical set, and 𝑢𝐴(𝑥) is the characteristic 

function of 𝐴, if the value of 𝑢𝐴(𝑥) is bounded to 0 or 1. 

FUZZY SETS [65] 

In traditional set theory, an entity can be classified as either belonging to or not belonging to 

a set. It is uncommon to come across items whose status is clearly defined in reality though. 

Where exactly does a tall person differ from a tall person on average, for instance? Professor 

L. Zadeh based his idea on observations of this nature. He described linguistic concepts of the 

following types as fuzzy sets: zero, huge, negative and small. These terms can be found in 

traditional sets as well. However, what differentiates these two set theories comes from the 

limits of sets. In fuzzy sets, it is allowed for a thing to partially belong to a certain set; this is 

called the membership degree. In conventional sets, the degree of membership is 0 or 1 whereas 

in the fuzzy sets theory, the membership degree can vary between 0 and 1 (we then speak of the 

membership function µ). A simple example of fuzzy sets is the people classification by age into 

three sets: young, middle, and old [66]. The way to establish this classification is shown in 

figure (IV.22). 

 
Figure IV. 22: Classification of humans according to their age. 

  Net variables 

Physical parameters known as "net variables" are those that may be measured with 

equipment and given a discrete or net value, such as a temperature of 35°C or an output voltage 

of 6 V. 

 Linguistic variables 

When the discourse universe is a continuous space, it is typical to divide 𝑋 into a fuzzy set 

number whose membership functions roughly cover 𝑋. These fuzzy sets, which usually have 

names conforming to adjectives appearing in our daily linguistic usage, such as “big”, 

“average” or “small”, are called linguistic values. Therefore, the discourse universe 𝑋 is often 
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called the linguistic variable. 

Theoretical operations of fuzzy sets [67] [68] [69] 

The mathematics for this kind of set has been created since fuzzy sets were defined. The 

mathematics developed is very similar to that related to conventional set theory. The most basic 

operations on classical sets include: union, intersection, and complement. Additionally, there 

are standard operations, including addition, subtraction, division, and multiplication of two or 

more fuzzy sets. 

Subset operation 

Fuzzy set 𝐴 is contained in fuzzy set 𝐵, in another way, 𝐴 is a subset of 𝐵 (𝑠𝑖 𝑢𝐴(𝑥) :  ≤

 𝑢𝐵(𝑥)). 

Union operation 

The union of two fuzzy sets 𝐴 and 𝐵 is another fuzzy set 𝐶, written as 𝐶 =  𝐴 ∪  𝐵. Where 

𝐶 =  𝐴 𝑂𝑅 𝐵, where the linked membership function 𝐴 and 𝐵 is expressed by: 

𝑢𝐶(𝑥)  =  𝑚𝑎𝑥(𝑢𝐴(𝑥), 𝑢𝐵(𝑥))  =  𝑢𝐴(𝑥)  ∪  𝑢𝐵(𝑥)                                                    (IV.53) 

In another way, the union is the smallest fuzzy set containing both A and B. 

The intersection operation 

The intersection of two fuzzy sets 𝐴 and 𝐵 is a fuzzy set 𝐶, written as  𝐶 =  𝐴 ∩  𝐵.  

Where: 𝐶 =  𝐴 𝐴𝑁𝐷 𝐵, where the linked membership function 𝐴 and 𝐵 is expressed by: 

𝑢𝐶(𝑥)  =  𝑚𝑖𝑛(𝑢𝐴(𝑥), 𝑢𝐵(𝑥))  =  𝑢𝐴(𝑥)  ∩  𝑢𝐵(𝑥)                                                     (IV.54) 

The intersection of 𝐴 and 𝐵 is the largest fuzzy set that is contained in 𝐴 and 𝐵. 

The following figure illustrates the intersection and union of two fuzzy sets 𝐴 and 𝐵: 

 
Figure IV. 23: Logical operators: (𝐴) fuzzy sets a and b; (𝐵) fuzzy sets 𝑎 ∪ 𝑏; (C) fuzzy sets 

𝑎 ∩ 𝑏. 

Complement operation 

The complement of the fuzzy set 𝐴, denoted by Ā (𝐴, 𝑁𝑂𝑇 𝐴), is defined as: 

𝑛𝑜𝑛(𝑢𝐴(𝑥)) = 𝑢Ā(𝑥) = 1 − 𝑢𝐴(𝑥)                                                                             (IV.55) 

The following figure shows the complement of fuzzy sets 𝐴: 
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Figure IV. 24: Negation operation. 

Membership function representations [70] [71] [72] 

Any membership function characterizes the fuzzy set it belongs to completely. A 

mathematical function can be used to express a membership function in a useful and condensed 

manner. 

Based on their preferences and prior knowledge, designers select a wide range of forms to 

create the fuzzy membership function. The graphic below illustrates the several classes of 

frequently employed membership functions: 

 
Figure IV. 25: Membership functions. 

The diagram's membership functions can be represented as follows: 

 Singleton 

 

 
Figure IV. 26: Singleton type membership function. 

 

 

Where: 

𝑢𝐴(𝑥) = {
ℎ, 𝑥 = 𝑎
0, 𝑥 ≠ 𝑎

                                                                                                             (IV.56) 
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 Triangular 

 
Figure IV. 27: Triangular membership function. 

Where: 

𝑢𝐴(𝑥) = {

𝑎−𝑥

𝑎−𝑏
, 𝑥 ∈ [𝑎, 𝑏]

𝑥−𝑐

𝑏−𝑐
, 𝑥 ∈ [𝑏, 𝑐]

                                                                                        (IV.57) 

 

 Trapezoidal 

 

Figure IV. 28: Trapezoidal membership function. 

Where: 

𝑢𝐴(𝑥) = {

𝑥−𝑎

𝑏−𝑎
, 𝑥 ∈ [𝑎, 𝑏]

1, 𝑥 ∈ [𝑏, 𝑐]
𝑥−𝑑

𝑐−𝑑
, 𝑥 ∈ [𝑐, 𝑑]

                                                                                 (IV.58) 

 

 Gaussian 

 
Figure IV. 29: Gaussian membership function. 

Where: 

𝑢𝐴(𝑥) = 𝑒
−(
𝑥−𝑎

𝑒
)2

                                                                                                    (IV.59) 



Chapter IV                           Improving torque of induction motor using different DTC structures   

 

98 

The fuzzy controller's structure 

Fuzzy logic controllers (FLCs) are an unusual type of control system that uses a knowledge-

based methodology [73]. The FLC is presented as an alternative to conventional control 

strategies in automatic control systems [74]. The FLC provides linear and non-linear 

controllers. It offers simple control for several complex nonlinear control actions [74]. This 

means that it is able to control vague system data such as the absence of the poles and zeros of 

the system transfer function [75]. 

Lotfi A. Zadeh (1960) introduced fuzzy theory as an extension of conventional control 

theory. Fuzzy sets are constructed from elements with varying degrees of membership and are 

framed in accordance with a system's inaccuracy [75]. In this theory, a DTC-based induction 

motor drive uses the FLC as a speed regulator to investigate how this control performs better 

using the fuzzy logic controller [76]. 

There are basically three essential segments in a fuzzy logic controller: 

 Fuzzification 

Fuzzification consists in defining membership functions for the different physical input 

variables. This involves assigning to the input variable "crisp" the degrees of membership of its 

fuzzy sets. The expert operator defines the choice of the fuzzy sets number, the membership 

functions form, and their distribution over the discourse universe. 

 Inference system 

The following three paradigms make up a fuzzy logic controller's inference system. 

1) Rules Base 

The expert's knowledge of a given process is transformed into linguistic rules set of the 

following form: 

If                       premise                   then                    conclusion 

The rules can be represented in a matrix called an inference matrix. 

The premise is a set of conditions linked together by fuzzy operators which apply to the 

membership functions. The most commonly used are: the intersection operator "AND", the 

union operator "OR", and the negation or complement operator "NOT". 

2) Database 

It consists of all the defined membership functions that are to be used by the rules. 

3) Reasoning mechanism 

It performs the inference procedure on the provided rules and data to provide a reasonable 

result. It is the software codes, which process the rules and body of knowledge according to a 

particular situation. It exercises a human brain type attribute to methodically perform inference 

steps for information processing. 
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 Defuzzification 

The result obtained from the inference using one of the implication methods is formally a 

fuzzy value. The latter cannot be used directly to control the process. A transformation must be 

considered at the inference mechanism output to transform it into a strict quantity. This action 

is interpreted by the term defuzzification. There exist in the literature several solutions which 

carry out this operation, among them are the maximum value method, the average of the 

maxima, the center of gravity (barycenter), and the weighted heights. 

The most frequently employed technique for fuzzy control is the gravity defuzzification 

center [81, 82]. It consists in calculating the surface's center of gravity formed by the 

membership function resulting from the rules aggregation. 

If the output variable's membership functions take the shape of rectangles with "singleton" 

bars, we find a specific situation where "Sugeno's approach" is applicable. 

IV.3.11. 4 Fuzzy controller design used for speed control [77] [78] [79] [80] 

In our study, we will add a fuzzy controller to the speed regulation loop, which will be used 

for the DTC control instead of the PI regulator. The fuzzy control tools included in Matlab and 

the min max decision inference engine of Mamdani were used to create the FLC. The speed 

error 𝑒(𝑘) and the variation of speed error 𝑑𝑒(𝑘) signals are used as inputs to the speed 

controller, and an output is taken to provide the electromagnetic torque reference (figure IV.30). 

The values of these two quantities are expressed by: 

𝑒(𝑘)  =  𝐾𝑒(Ω
∗(𝑘)  −  Ω(𝑘))                                                                                       (IV.60) 

𝑑𝑒(𝑘)  =  𝐾𝑑𝑒(𝑒(𝑘)  −  𝑒(𝑘 −  1))/𝑇𝑆                                                                       (IV.61) 

Where: 𝑇𝑆 is the sampling period. 𝐾𝑒 and 𝐾𝑑𝑒are the normalization gains or scaling factors. 

The output quantity causes a variation in electromagnetic torque, and after integration and 

normalization, this variation produces the reference electromagnetic torque (𝑇𝑒
∗). 

Scale factors are very important to adjust fuzzy controller sensitivity and system stability, 

they allow the normalization of fuzzy controller inputs and output in the universe of speech 

range [83]. 

After several trials, the values of the scale factors are set in our study at: 

 𝐾𝑒 =  0, 3  , 𝐾𝑑𝑒 =  0, 3  and 𝐾𝑠 =  4  

 
Figure IV. 30: FLC's schematic. 

For each error, error change, and torque value, the membership value 𝑢𝐴 is evaluated for all 

membership functions as shown in the following figure. 
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Figure IV. 31: The FLC’s membership functions. 

The fuzzy variable, which consists of five fuzzy sets, is represented by three triangular 

membership functions and two trapezoidal membership functions. 

The different sets are defined by the following linguistic variables: 

- NL : Negative Large. 

- NS : Negative Small. 

- ZE : Zero. 

- PS : Positive Small. 

- PL: Positive Large. 

This leads to 25 control rules, structured as shown in the following table (Table. IV.2) where 

the inference method chosen is that of Mamdani: 

 

Table IV. 3: Rules table for speed FLC. 

 NL NS ZE PS PL 

NL NL NL NL NS ZE 

NS NL NL NS ZE PS 

ZE NL NS ZE PS PL 

ZE NS ZE PS PL PL 

PL ZE PS PL PL PL 

IV.4 Simulation results 

This paragraph presents an analysis of the simulation results for various DTC control 

methods used in this chapter. 

The simulation system designed in the Matlab/Simulink environment enabled us to 

reproduce the behavior of various electrical and mechanical quantities. 



Chapter IV                           Improving torque of induction motor using different DTC structures   

 

101 
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Figure IV. 32: Conventional DTC simulation results: (a) Flux in the (α, β) reference, (b) 

Stator current 

Figure IV. 33: PI-DTC simulation results: (a) Flux in the (α, β) reference, (b) Stator currents. 

 
Figure IV. 34: FOPI-DTC simulation results: (a) Flux in the (α, β) reference, (b) Stator 

currents. 
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Figure IV. 35: Fuzzy-DTC simulation results: (a) Flux in the (α, β) reference, (b) Stator 

currents. 

 
Figure IV. 36: Comparison of DTC simulation results: (a) Flux magnitude, (b) Rotor speed 

(c) Electromagnetic torque, (d) Zoom in electromagnetic torque 

 

 (a)   (b) 

 

      

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

Flux alpha

F
lu

x
 b

e
t
a

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

-20

-10

0

10

20

Time(s)

S
t
a

t
o

r
 c

u
r
r
e
n

t
s
(
A

)

 

 

Isa

Isb

Isc

 
                        (a)                                                                       (b)  

 
                                     (c)                                                                      (d) 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Time(s)

F
lu

x
 m

a
g

n
it

u
d

(
w

b
)

 

 

CDTC

PIDTC

FOPIDTC

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

20

40

60

80

100

120

140

160

180

Time(s)

R
o

t
o

r
 s

p
e
e
d

(
r
a

d
/s

)

 

 

CDTC

PIDTC

FOPIDTC

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-20

-10

0

10

20

30

40

Time(s)

E
le

c
t
r
o

m
a

g
n

it
ic

 t
o

r
q

u
e
(
N

.m
)

 

 

CDTC

PIDTC

FOPIDTC

1 1.05 1.1 1.15 1.2 1.25 1.3 1.35

-5

-4

-3

-2

-1

0

1

2

3

Time(s)

E
le

c
t
r
o

m
a

g
n

it
ic

 t
o

r
q

u
e
(
N

.m
)

 

 

CDTC

PIDTC

FOPIDTC



Chapter IV                           Improving torque of induction motor using different DTC structures   

 

103 

 
Figure IV. 37: Comparison between Fuzzy-DTC & FOPI -DTC: (a) Flux magnitude, (b) Rotor speed 

(c) Electromagnetic torque, (d) Zoom in electromagnetic torque 

Figures (IV.32), (IV.33), and (IV.34) show the circular trajectory of the stator flux and the 

stator currents waveforms respectively for: conventional DTC, PI-DTC, FOPI-DTC and Fuzzy-

DTC applied to a two-level inverter. 

The stator flux modulus reaches the value of 0.8Wb. The plotting of the flux 𝜑𝑠α of the direct 

axis 𝛼 in terms of the flux 𝜑𝑠𝛽 of the quadratic axis 𝛽 takes a circle form. However, poor quality 

for classical DTC compared to PI-DTC and FOPI-DTC control.     

Through figures (IV.36) and (IV.37), we realize that the torque perfectly follows the set-point 

value and remains in the hysteresis band for the classical DTC control. However, ripples appear 

on the torque time response. For the FOPI-DTC and Fuzzy-DTC control, there is an obvious 

improvement in the torque quality. We also observe, in the same figure, the speed response at a 

step of 100 𝑟𝑎𝑑 for 𝑡 from 0 to 3 𝑠 and 157 𝑟𝑎𝑑 with 𝑡 = 3 𝑡𝑜 5 𝑠 which shows that the FOPI-

DTC control has a high dynamic performance without overshoot at start-up and at the time of 

the speed variation. 
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IV.5. Conclusion 

In this chapter, we have implemented a classical DTC control strategy that offers an accurate 

and fast response to the electromagnetic torque and the stator flux. However, the major 

drawbacks of this control are related to the presence of significant ripples in the torque, and the 

variation of the switching frequency due to the hysteresis comparator uses. In addition, a 

nonlinear control approach by FLC, and two linear approaches PI and FOPI have been 

implemented to control the induction motor’s variable speed. Finally, the simulation results of 

the DTC control are presented, where we found that these three approaches have made it 

possible to overcome the problem linked to the classic DTC in terms of robustness vis-à-vis the 

variations of the parameters of the motor. 
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The work done in this thesis has focused on improving the classical direct torque control to 

reduce the torque ripple of an induction machine fed by a voltage inverter. We were particularly 

interested in the vector modulation technique for direct flux and torque control (DTC-

SVPWM). First, the DTFC-SVM method is able to work with a constant frequency of the power 

converter. This operation is ensured by the use of a vector PWM modulation technique for 

which, at each modulation period, two active voltage vectors and a zero voltage vector are 

applied. With this technique, torque and flux oscillations are reduced.  

Therefore, to achieve these objectives, we started in the first part with an art state 

representation, followed by the development of the mathematical model and study of different 

PWM techniques used for induction machine control. Combining DTC with Space Vector Pulse 

Width Modulation (SVPWM) is a highly effective technique against torque ripple. 

The third part of this thesis was devoted to the different strategies used to estimate the 

unmeasured quantities of the motor with our proposed estimator. 

The last part represents a study on the DTC-SVPWM with different controllers such as; 

hysteresis controller, PI controller, fuzzy logic, and fractional order PI controllers, and their 

effects on torque ripple. The simulation and experimental results obtained for these different 

types of control show a considerable reduction of the ripples on the torque and flux responses 

for the DTC-SVPWM control, with a two-level inverter, in front of the classical DTC control; 

which reduces the ripples on the torque and consequently a clear improvement on the current 

quality. 

From perspectives, we can propose the continuity of the following studies: 

 Realization of an experimental bench with the DSP-type microcontroller for the 

validity of the obtained results for all the controls used. 

 Use the DTC-SVPWM with DSP microcontroller in embedded systems such as 

electric cars. 
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A.1 Experimental setup's description: 

At LEESI laboratory of the University of Adrar, an experimental setup shown in figure A.1 

below is used to validate the estimation algorithms, explained in Chapter III. 

 This experimental setup is built around a dSPACE 1104 signal processor, it contains also:  

An induction motor with a tachometer generator for rotor speed measurement, it is powered 

by a voltage source inverter operating in pulse width modulation based on IGBT transistors, a 

DC bus current and voltage sensor card is built to safely transmit the analog values to the dSpace 

card. The latter is connected to a computer containing a software development tool (Real-Time 

Interface to Simulink RTI1104 7.5), for inputting and debugging algorithms intended for real-

time processing. 

 

 
Figure A. 1: Experimental setup. 

1. PC, 2. PC screen, 3. dSPACE 1104, 4.DC power supply, 5. Current and voltage sensor, 

6.Multimeter, 7. Voltage inverter, 8. Induction motor, 9.DC machine, 10.load, 11.Power 

analyzer, 12 Tachometer, 13. Tachometer generator (speed sensor). 

A.2 dSPACE 1104: 

The DS1104 R&D Controller Board converts a Computer into a development system, 

allowing for fast control prototyping. The board is compatible with almost any Computer that 

has a free PCI or PCIe slot [1]. 
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Figure A. 2: dSPACE 1104 Controller Board. 

Figure A.2 depicts the dSpace DS1104 controller board. The DS1104's main CPU is an 

MPC8240 with a 250 MHz PowerPC 603e core. It has 8 MByte of boot flash memory for 

software and 32 MByte of synchronous DRAM (SDRAM) memory. 

dSPACE 1104 interface board shown in figure A.3 contain the element below: 

1. ADC ports, 2. DAC ports, 3. Digital I/O, 4. Slave I/O for PWM, 5. INC ports, 6. Light 

indicators. 

 
Figure A. 3: dSPACE 1104 interface board. 

 

A.3 Characteristics of induction machine: 

The characteristics of the induction machine used given by the manufacturer are: 
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TABLE A.1 

INDUCTION MOTOR PARAMETERS 

Symbol Quantity Value (SI) 

P Nominal power 1.1 (KW) 

Ns Nominal speed 1437 (rpm) 

Rs stator resistance 4.8 (Ω) 

Rr Rotor resistance 5.4 (Ω) 

Ls Stator inductance 0.5636 (H) 

Lr Rotor inductance 0.5636 (H) 

Lm Magnetizing 

inductance 

0.4915 (H) 

JL Inertia  0.0023 (kg.m2) 

p Number of poles pairs 2 

 

 

A.4 Sensors module :  

The design of a "sensor card" module presented in the figure below can deliver an image 

voltage proportional to the three real currents of the induction machine and the DC bus voltage. 

 

 

Figure A. 4: Top view of the sensor board. 

A.4.1 Current sensor: 

LEM's LA25-NP current sensors can resist a maximum current of 36 A. These sensors are 

used to measure the currents, which cross the stator phases of the induction machine.  

A resistor is used between the ground and the sensor output where the voltage will be 

proportional to the input current between the terminals of this resistor to have a voltage at its 

terminals. 

Figure A.5 describes the current sensor pinout. 



 

 

Appendix 

114 

 
Figure A. 5: The current sensor pinout. 

 

A.4.2 Voltage sensor: 

LEM's LV25-P voltage sensors can resist a maximum current of 10 mA. These sensors are 

used to measure the stator phase voltages of the induction machine.  

To limit the maximum input current to 10 mA, these sensors are connected to the phases by 

a high value resistor (Figure A.6). 

Figure A.6 describes the voltage sensor pinout. 

 
Figure A. 6: The voltage sensor pinout. 
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