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Chapter 1

General Introduction

Programming is the process of writing instructions and commands for a computer or inform-
ing about how to deal with data or how to carry out a series of works that you want in our time,
as it has become dependent on and indispensable software.

Programming languages were discovered in general in the nineteenth century. The first
programming language was invented by the English mathematician Ada Lovelace, who wrote
the world’s first machine algorithm in collaboration with Charles Babbage’s, a famous mathe-
matician, He is also a philosopher and mechanical engineer who is credited with inventing the
concept of a programmable computer.

Programmers do research and development to discover more programming languages to
make it easier to communicate with a computer and make it easier to perform many functions.
Without programming languages, we would not have been able to use the Internet well, whether
on computers or smartphones.

During the past decades, there has been a great development in programming languages, and
this development has resulted in changes in the interface of software design and programming
languages, as they have become easier, more interactive and more enjoyable to learn. Although
there are a huge number of programming languages that differ in their goals and applications,
most of these languages have gone through enormous stages of development over the centuries
until they reached us in their current form, which is themost easy and simple, closer to the human
language and easier to learn. Below are the stages of development of programming languages :

• The first generation Machine Language: It is the first language used in dealing with the
computer, and it is a set of binary numbers (0,1) that the computer reads and was dealt with
directly through the computer keyboard. Machine is one of the most difficult languages,
and it becomes more difficult to modify when an error occurs.

• The second generation Assembly Language: It is a low-level programming language that
shortens some of the phrases and symbols used, where the numeric symbols in the ma-
chine language are replaced by a group of abbreviated symbolic words using the English
language, and this language was considered a giant leap in the world of programming
languages.
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• Third generation High-level procedural languages: They are a higher level than assembly
languages and machine language, very similar to everyday texts and mathematical for-
mulas in appearance. The computer is what it should do, and the most popular multi-use
programming languages are C++, C, and Java.

• Fourth generation non-procedural high-level languages: These are high-level languages,
but unlike third-generation languages, they allow users and programmers to define what
the computer should do without having to specify how to do it.

• Fifth generation: These are languages designed so that the computer can act as a pro-
grammer and without the need to know how the code is written in detail. This language
is mainly used in artificial intelligence applications.

Migrating a database from an old programming language like COBOL to a modern alterna-
tive like JAVA or C++ is a challenging, resource-intensive task that requires expertise in both
source and target languages. For example, COBOL is still widely used today in mainframe sys-
tems around the world, so companies, governments, and others often have to choose whether
to manually translate their code bases or commit to preserving code written in a language that
dates back to the past. To the fifties of the last century 1950, it may be costly a lot of time and
cost to do manual translation. For example, the Australian Commonwealth Bank spent about
750 million dollars to convert its database from COBOL to JAVA in a time frame of about 5
years. To solve this problem We must use intelligent systems capable of translating code from
the source language to the target[1].

The recent developments in NMT have been widely accepted. Translating source code by
these systems requires inference of variable types and training on many data to give a more
accurate and efficient result. The applications of NMT to programming languages have been
limited so far, due to To the lack of parallel resources available in this area[1].

In this note we propose applyingmodern approaches to unsupervisedmachine translation, by
utilizing a large amount of monolingual source code from GitHub to train a model,TransCoder,
for translation between three popular languages: C++, Java and C. To evaluate our model, we
create a test set of 258 parallel jobs, along with associated unit tests. Although the model was
not provided with parallel data, it was able to translate functions with high accuracy, and align
functions correctly from the standard library across the three languages.
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Chapter 2

Machine Translation

2.1 what is Artificial intelligence ? (AI)

Since the industrial revolution, there has been tremendous technological advancement. Many
difficult manual tasks have been replaced by technology, which has greatly aided humanity.
Artificial Intelligence (AI) is a technical advancement that has enabled humans to replacemanual
labor in a variety of industries. Artificial intelligence (AI) is an area of science and technology
that develops intelligent computers and computer programs to do tasks that would normally need
human intelligence. It is a system that can perform a variety of human-like functions. In order
to attain outstanding performance for the given tasks, AI needs external data such as big data.[1]

Previously, AI was only a notion found in science fiction and arguments concerning the
impact of technology in the current world. However, technology has now become an integral
part of our daily lives. It has become a critical function in many technical and other industries.
Artificial intelligence has a major impact on businesses such as manufacturing, healthcare, and
supply chains, among others. Because AI can do things that humans can’t, it has a wide range
of applications that boost performance and efficiency.

2.2 History of Artificial Intelligence

Artificial intelligence has always been a science fiction novel that has become a reality. When
Homer wrote that the gods were served at their dinner table by mechanical tripods who judged
what the gods preferred, he was a pioneer of AI. The AI community did not create mechanisms
that existed just as theories in the literature until the late twentieth century. René Descartes was
intrigued by the concept ”mechanical man.” Although Gottfried Wilhelm Leibniz envisioned
mechanical machines solving complicated problems using mathematical reasoning, he never
claimed that machines could think for themselves. Abbé de Condillac Etienne Bonnot proposed
that knowledge may be poured into the skull of a statue to make it think. Human-like behavior

Many AI researchers were inspired by the works of Isaac Asimov, L. Frank Baum, and Jules
Verne, who explored the possibility of intelligent machines. [4] George Boole and Alan Turing,
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respectively, defined the formal language and Turing machine for logical interpretation in 1847
and 1936. J. Neumann and O. Morgenstern proved the theory of decisions a year later. In 1965,
Herbert Simon stated, ”Machines can achieve practically whatever that man is capable of.” The
scientific community, on the other hand, concluded that algorithms could not be built for ev-
erything that man is capable of. Alain Colmerauer defined PROLOG, an Artificial Intelligence
system construction language, in 1972.[1]

Basic biomedical
research

Translational
research Clinical practice

Automated experiments Biomarker discovery Disease diagnosis
Automated data

collection
Drug–target
prioritization

Interpretation of
patient genomes

Gene function annotation Drug discovery Treatment selection
Prediction of transcription

factor binding sites Drug repurposing Automated surgery

Simulation of molecular
dynamics

Prediction of
chemical toxicity Patient monitoring

Literature mining Genetic variant
annotation

Patient risk
stratification for

primary prevention

Table 2.1: A non-exhaustive list of current and potential AI applications in medicine

2.3 Natural Language

Natural language describes how humans communicate with one another. Speech and text, to
be specific.[2]

2.4 Challenges of Natural Language

The problem of working with natural language data has not been solved. It has been studied
for almost a half-century and is extremely difficult. It’s difficult for the child who must spend
years learning a language... it’s difficult for the adult language learner, it’s difficult for the
scientist who tries to model the relevant phenomena, and it’s difficult for the engineer who
tries to build systems that deal with natural language input or output. These activities are so
difficult that Turing could justifiably make fluent natural language conversation the core of his
intelligence test.[2]

Natural language is difficult primarily due to its disorder. There are only a few guidelines.
Despite this, we can generally understand each other.[2]

Human communication is notoriously imprecise... It is also constantly evolving and chang-
ing. People are excellent at producing and understanding language, and they can communicate,
perceive, and interpret exceedingly complex and subtle meanings. At the same time, while hu-
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mans are excellent communicators, we are terrible at formally comprehending and explaining
the laws that govern language.[2]

2.5 Natural Language Processing (NLP)

Natural Language Processing, or NLP for short, is broadly defined as the automatic manip-
ulation of natural language, like speech and text, by software. The study of natural language
processing has been around for more than 50 years and grew out of the field of linguistics with
the rise of computers.[2]

2.6 Goals of Natural Language Processing

As stated above, the goal of NLP is to ”achieve human-like language processing.” The word
’processing’ was chosen with care and should not be replaced with ’understanding.’ Because,
while NLP was once known as Natural Language Understanding (NLU) in the early days of AI,
it is now widely acknowledged that, while the goal of NLP is real NLU, it has yet to be achieved.
A complete NLU system might do the following[3]:

• Take an input text and translate it into a different language.

• Respond to questions concerning the text’s content.

• Make deductions from the text

2.7 Natural Language Processing Application

For a variety of applications, natural language processing provides both theory and imple-
mentations. In fact, NLP can be used in any application that uses text. The following are some
of the most common NLP applications[3]:

• Given the importance of text in this application, it’s remarkable that relatively few so-
lutions use natural language processing (NLP). Statistical approaches to NLP have been
more popular recently, however few systems have built substantial systems based on NLP
other than those developed by Liddy and Strzalkowski.

• Information Extraction (IE) — a more modern application area, IE focuses on recogniz-
ing, tagging, and extracting significant aspects of information from vast volumes of text
into a structured representation, such as people, corporations, locations, and organiza-
tions. These extracts can then be used for a variety of tasks, such as question answering,
visualization, and data mining.
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• Question-Answering – unlike Information Retrieval, which returns a list of possibly rel-
evant documents in response to a user’s query, question-answering returns either just the
answer text or answer-providing passages.

• Summarization — The higher levels of NLP, notably the discourse level, can enable an
application that condenses a longer text into a more compact, but still highly constructed,
narrative representation of the original document.

• Machine Translation — MT systems have used various levels of NLP, ranging from a
’word-based’ approach to applications that involve deeper levels of analysis, and are pos-
sibly the oldest of all NLP applications.

• Dialogue Systemsmay be the omnipresent application of the future, as envisioned by large
end-user application providers. The phonetic and lexical levels of language are currently
used by dialogue systems, which are usually focused on a narrowly specified application
(e.g., your refrigerator or home sound system). It is thought that combining all of the
above layers of language processing could result in fully livable discussion systems.

2.8 Supervised machine learning

Machine learning under supervision Amachine-learning job that seeks to predict the intended
output (such as the presence or absence of DR) from input data (such as fundus pictures). In the
supervised machine-learning phase, the input–output correlation is identified, and the identified
correlation is used to predict the proper output of subsequent cases.[4]

2.9 Unsupervised machine learning

Machine learning without supervision A machine-learning task that attempts to extract un-
derlying patterns from unlabeled data. It can, for example, find sub-clusters in the original data,
identify outliers, and generate low-dimensional representations of the data.[4]

2.10 Machine Translation (MT)

Machine translation (MT) from a translational perspective, conceptual and production, is

a standard term that refers to the technique of using computer software (computer systems) to

transfer the content of a text in a natural language called ”SL” ”source langage” to a second

natural language called ”TL” ”Target langage” is also used for naming the original text that is

supposed to be processed by translation with the input text where it is processed by computer

and then producing a translated text that is called the output text, and the translation process is
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carried out with or without human assistance.[5].

exemple:

x: La promesse de la liberté est une dette envers lui
y: The promise of freedom is a debt upon him

2.11 Translator

The translator is an artificial intelligence system that is trained with data in
order to convert one language into another[5].

2.12 Translator function

After the programmer writes the sentences and commands according to the
rules of the language he uses, the compiler does the following1:

• The translator analyzes the sentences and programming commands written
by the programmer and tells him whether they are correct or not according
to the rules of the language (the source language).

• If the commands are correct, it converts the commands into the target lan-
guage.

• The compiler applies sentences, commands, and code to the program in
order to show the output of its execution.

2.13 History of Machine Translation

Machine Translation (MT) is the task of translating a sentence x from one
language (the source language) to a sentence y in another language (the target
language)[6]

The bet on machine translation in the beginning and the expectations of its
success was so great that the specialists unanimously agreed that the results
would be as follows:

1https://www.youtube.com/watch?v=J1EL3JzWWqo
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• That the computer does the work of the translator.

• The accuracy of the translation should be 95%.

• High speed of the machine in the completion of translation.

• That the machine translate any text, whether scientific or literary.

However, scientists were surprised by the complexity of human language and
the vast amount of information used in translation. Human language is ambigu-
ous in nature and most sentences have different meanings, and we do not realize
this because we hear the sentences in a specific context and use our knowledge
of the world to automatically choose the intended meaning.

We can divide machine translation according to the successive developments
it has witnessed into:

1. Statistical Machine Translation.

2. Neural Machine Translation

The history of machine translation began in the 1950s, after World War II.
The Georgetown experiment in 1954 included sixty sentences, all of which were
machine-translated from Russian into English. The experiment also met with
tremendous success, and financial funding for machine translation research. The
creators claimed that the machine translation problem would be solved within
three to five years[7].

In the year 1990, after the failure of translation based on rules and examples
to embody the idea of machine translation as it was planned, IBM developed a
system for translation from French to English in which it relied on previously
translated texts to elicit the possibilities of the existence of an English word that
would be a correct translation of the French word, which is The same method in
which statistical machine translation works until today, but in a way that has a lot
of complexity, and despite the acceptable performance of this approach, it has
been criticized because of the linguistic obstacles that may arise if the linguistic
repertoire is limited in resources, which prompted the scholars to think about
Using what simulates the way humans work by designing an artificial neural
network that can be learned and trained[7].
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The development of neural or neural networks has spanned for many years,
although they did not appear to the public until a short time ago, thanks to Maria
Asuncion Castano and her team when they proposed in 1997 preliminary meth-
ods for using models based on artificial neural networks to translate sentences
automatically However, this did not receive much attention because comput-
ers were not so technologically advanced that would allow them to apply these
methods and invest them on the ground to continue the research despite the ad-
verse results due to successive studies such as the Scwenk 2007 experiments
to integrate the artificial neural network model in statistical machine translation
systems and research Kalchbrenner and Blunsom in 2013 to propose a two-party
approach to encoder-decoder approch [7].

These researches have returned with good results on the research approach in
neural machine translation by re-emerging its star in 2014 due to the availability
of two basic conditions that were absent so far “the presence of sufficiently high
computing power and the availability of large amounts of data to train neural
networks with it.” The launch of the first neural model based on the translation
of short clips (séquence to séquence modele) constituted a strong research im-
petus, especially after the strengthening of the artificial neural network with the
attention mechanism in 2015 and the approval of the launch of the first experi-
mental neural machine translation program at the International Machine Trans-
lation Conference in the same year. This encouraged many major institutions
such as Google, Micrisoft and Systran to convert their programs from the sta-
tistical approach to the neurological approach at the beginning of 2016, adding
more language pairs and continuously feeding their databases to maintain their
competitiveness in the global translation market.

2.14 Deep Learning (DL)

Deep learning is a type of machine learning that allows computers to learn
from their mistakes and comprehend the world as a hierarchy of concepts. There
is no need for a human computer operator to expressly specify all of the knowl-
edge that the computer requires because the computer learns through experience.
A graph of these hierarchies would be many layers deep, allowing the machine
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to understand sophisticated concepts by building them out of simpler ones.[8]

2.15 Statistical Machine Translation (SMT)

Statistical machine translation (SMT) is the technology that powers popular
MT tools like Google Translate, Microsoft®Translator, and Asia Online. It is
based on an intuitively simple strategy: rather than attempting to encode all
of the linguistic and world knowledge required to translate a text from one lan-
guage into another a priori in the form of dictionaries, grammars, and knowledge
bases (as rule-based and knowledge-based MT do), simply learn how to trans-
late from existing human translations. In practice, this learning entails deducing
statistical translation models from parallel corpora, i.e. source texts and human
translations.[9]

2.16 Neural Machine Translation (NMT)

2.16.1 Artificial Neural Networks

Neural Networks is a group of artificial neurons located in layers on top of
each other, and has a first layer, and a final layer. The first layer receives the
raw information, processes it to pass it on later to the next layer and so on until
we get the output from the final layer[10].
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Figure 2.1: Exemple of Multiple Perceptron Neural Networks

2.16.2 Today’s Artificial Neural Network Applications

There are various applications of artificial neural network. Every sector in
this world want a system which is itself intelligent to solve any problem accord-
ing to the inputs[11]:

1. Object identification in photos and videos.

2. Recognize speech and language structures.

3. Image processing and format conversion.

4. Machine translation[4].

5. Airline Security Control.

6. Investment Management and Risk Control.

7. Prediction of Thrift Failures.

8. Customer Research.

9. Prediction of Stock Price Index.
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10. Prediction of Thrift Failures.

Figure 2.2: Using neural networks to identify objects

Figure 2.3: Using neural networks to learn about things

2.16.3 some comme structures of Neural Networks

• Perceptron neural networks (Perceptron)[12].

• Convolutional Neural Networks (CNN)[12].

• Recurrent Neural Networks (RNN)[12].

• Autoencoders neural networks (Autoencoders)[12].

2.16.4 History of Neural Machine Translation

Machine translationwas in full view of researchers researching thesemethods
during the In the 1980s and 1990s, there was a last wave of neural network re-
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search. Indeed, Forcada, eco (1997), and Castao et al. (1997) developed models
that are substantially comparable to current popular neural machine translation
techniques. However, none of these models have been trained on big enough
data sets to produce satisfactory results for anything other than game scenarios.
Because the computing complexity demanded much exceeded the computer re-
sources available at the time, the project was shelved for over two decades.[13]

During this time, data-driven approaches such as phrase-based statistical ma-
chine translation climbed from obscurity to supremacy, making machine trans-
lation a viable tool for a wide range of applications, from information collection
to enhancing professional translator productivity. With neural language models
incorporated into classical statistical machine translation, systems, neural meth-
ods to machine translation have recently resurfaced. Schenk’s ground-breaking
research from 2007 showed considerable gains in public evaluation campaigns.
However, due to computational considerations, these concepts were only grad-
ually adopted. Many research groups have found it difficult to use GPUs for
training since they do not have the necessary hardware or knowledge.[13]

2.16.5 Neural Machine Translation (NMT)

Neural Machine Translation is a new approach to machine translation Unlike
the usual phrase-based translation system which is made up of a large num-
ber of words,neural machine translation seeks to construct and tune small sub-
components that are tweaked separately train a single, massive neural network
to comprehend a sentence and translate it correctly[14]
• Neural Machine Translation (NMT) uses a single neural network to do ma-
chine translation.
• The sequence-to-sequence (aka seq2seq) neural network architecture consists
of two RNNs.

Figure 2.4: seq2seq neural network includes two RNNs
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2.17 Neural Translation Models

2.17.1 Encoder-Decoder Approach

Our initial attempt at a neural translation model is simply a language model
extension. Remember how a recurrent neural network can be used to model
language as a sequential process. A model like this guesses the next word based
on all preceding words. We now proceed to anticipate the translation of the
sentence, one word at a time, after we reach the end of the sentence.[13]

for an example. We just concatenate the input and output sentences and train
the model the same way we would a language model. We feed in the input
sentence for decoding, then go through the model’s predictions until it predicts
an end of sentence token.[13]

Figure 2.5: Sequence-to-sequence encoder-decoder model

2.17.2 Training

Dataset in the training corpus is used to train the parameters of a neural lan-
guage model. The context words are fed into the network, and the output is
compared to the onehot vector of the correct word to be predicted.[13]
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Figure 2.6: Fully unrolled computation graph for training example with 7 input tokens

2.18 The foundations of successful neural machine transla-
tion

2.18.1 Deep learning

The use of deep learning mechanism in machine translation programs began
when digital data became available that could be invested in training artificial
neural networks. Deep learning models are designed and trained by represent-
ing learning data instead of algorithms, as well as adding many hidden layers
between the input layer and the output layer, where the deeper learning increases
as the number of hidden layers increases.
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2.18.2 anticipation:

Neural machine translation systems are designed in a way that enables them
to develop a prediction mechanism and exploit it in translation. The program is
trained in the same way as text-completion devices (Textcompletiondevices) are
trained, that is, in an automatic and fast way, as shown in the keyboard of smart
phones 3. When the user types For a word on the phone, the device suggests
the next word based on the meaning of the previous word 32 . Neural machine
translation systems work in the same way, when you enter text for translation,
the program searches for all possible words To translate the first word, then
move to the second word based on the meaning of the previous word, until he
finishes translating the entire text.

2.18.3 Attention

In its infancy, machine translation systems were unable to translate long and
complex sentences due to the failure of vectors to set the correct sequence of
sentence elements in the target language, which prompted researchers to de-
velop the attention mechanism to make it easier for the program to translate
long sentences and enable it to synthesize its elements according to the rules
and peculiarities of the target language.
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Chapter 3

Collecting the Data-set

3.1 The idea and journey of searching for training data:

Our project comes with the idea of converting programming code from a
source programming language into a target programming language. For exam-
ple, the C source code to python source code, this idea is preceded, in fact we
find many projects and programs based on this, But they differ only in terms of
the linguistic specialization between them, or the method of conversion, either
through the rules of the two languages, or through artificial neural networks,
and the latter, we find those who do so facebook artificial intelligence, which
publishes an open source project based on pre-trained models, based on three
programming languages: C++, Java and Python.

This paves the way by saying that migrating a software base from an old
programming language such as COBOL to a modern alternative such as Java
or C++ is a difficult task that requires experience in both source and target lan-
guages. For example COBOL, it is still widely used today in central computer
systems around the world, so companies, governments and others often have to
choose whether to manually translate their code rules or commit to keeping code
written in a language dating back to the 1950s.

A transcompiler, also known as source-to-source translator, is a system that
converts source code from a high-level programming language (such as C++
or Python) to another. Transcompilers are used primarily for interoperability,
and for translating code bases written in an old or deprecated language (such
as COBOL and Python 2) into a modern language. They are usually based on
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hand rewriting rules applied to the abstract syntax tree of the source code. Un-
fortunately, the resulting translations often lack readability, fail to respect the
conventions of the target language, and require manual adjustments in order to
function properly.

The overall translation process is time consuming and requires expertise in
both the source and target languages, which makes code translation projects
very expensive. Although neural models greatly outperform their rule-based
counterparts in the context of natural language translation, their applications to
transformation have been limited by the dearth of parallel data in this field.

It has been suggested to take advantage of recent methods in unsupervised
machine translation to train a fully unsupervised neural translator. They train
theirmodel on the source code from the open sourceGithub projects, and demon-
strate that it could translate functions between C++, Java, and Python with high
accuracy. Their method is exclusively based on monolingual source code, does
not require any experience in the source or target language, and can easily be
generalized to other programming languages. They also build and release a test
suite of 852 parallel jobs, along with unit tests to validate translations. They
showe that their model outperforms rule-based trading baselines by a signifi-
cant margin.

So they develop it and open its sources, a nervous system that can make
migration a much easier and more efficient code. Their method is the first artifi-
cial intelligence system capable of translating code from one programming lan-
guage to another without the need for parallel data for training. They claime that
TransCoder can successfully translate functions between C++, Java, and Python
3. TransCoder outperforms open source and commercial rule-based translation
software. In their evaluations, the model correctly translates more than 90 per-
cent of Java functions to C++, 74.8 percent of C++ functions to Java, and 68.7
percent of functions from Java to Python. In comparison, the commercially
available tool correctly translates only 61.0 percent of functions from C++ to
Java, and the open source compiler is accurate for only 38.3 percent of Java
functions compiled to C++.

In natural language, recent developments in neural machine translation have
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been widely accepted, even among professional translators, who rely more and
more on machine translation systems. However, its applications for code trans-
lation have been limited due to the scarcity of parallel data in this field.

We are looking for their pre-training data, but we don’t find it, and when
someone requests their training data, they are told that they are not authorized
to participate.

In order to achieve our goal, it was necessary to provide training data, as we
started searching for source code data on the Internet in several sites:

1. https://searchcode.com/

2. https://www.codeproject.com/

3. https://codeanywhere.com/

RosettaCode is a christomathy programming site. The idea is to provide
solutions to the same task in as many different languages as possible, to show
how languages are similar and different, and to help someone build upon one
approach to a problem and learn another. RosettaCode currently contains 1184
tasks, 348 draft tasks, and is familiar with 865 languages, although we cannot
(and cannot) have solutions for every task in every language.

RosettaCode is growing in code by programming language or in several lan-
guages, according to statistics that we have1 increasing the number of examples
for Cpp and Java from 744 and 842 in order in 2014 to 929 and 1051 in 2020, On
12/06/2022, it reached 1119 and 1134 in the same order as well, and is growing
steadily, especially for more programming languages than others, which indi-
cates the multiplicity of ideas with multiple problems and multiple solutions in
the diversity of programming languages and the field of specialization.

1See Appendix A Statistics
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Figure 3.1: Site of RosettaCode
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Since planning the site is based on the problem and solving it in the manner
of each programming language according to its ability, we choose two famous
languages: cpp and java.

We have to extract the data available for both languages, so we search for
sources extracted from the same site, and we find next two of several sites for
source code data:

1. https://bitbucket.org/nanzs/rosettacodedata/

Figure 3.2: Site of bitbucket



CHAPTER 3. COLLECTING THE DATA-SET 22

2. https://github.com/acmeism/RosettaCodeData

Figure 3.3: Data source from GithHub

We download copies of these sites, extract and collect data on the two pro-
gramming languages mentioned above only so that each CPP source code corre-
sponds to another java code, so that we break the code into parts at the function
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level or less to reduce the length of the code.

3.2 Problems and difficulties in training dataset formatting

1. Each source code is written by its author according to his knowledge of
the specific programming language without looking at another language
except for a few who translate from one programming language to another.

2. The same problem is solved in the same programming language two or
more times without it in other languages.

3. Long source codes in programming languages rather than in others.

4. Differences in values and comments according to each programming lan-
guage for the same problem.

5. There is a difference in the formality structure and the way each program-
ming language is written.

6. Differences in libraries that are included.

7. Difficulty checking, given the need to learn the target languages.

8. The difficulty of obtaining and extracting source data, especially since they
are large, is more difficult to extract if it is by copying and pasting.

9. It takes a long time to process and prepare training data.

10. The existence of algorithms is too long for the size of the problem for the
parallel solution.

11. Vocabulary is more coherent than natural speech, because of the imposed
formalism.

12. Monitoring and auditing effort is costly because any software bug is a
costly catastrophe.

13. Pass all sources one by one.
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Chapter 4

Implementation

4.1 Experiments

4.1.1 Training details

We use to implement our project to create a source code adapter, Fairseq,
which is a serial modeling toolkit written in PyTorch, allowing researchers and
developers to train customized models for translation, summary, language mod-
eling and other text types.1.

We use the following configurations:

• Optimizer adam betas ’(0.9, 0.98)’

• Clip-norm 5.0

• Learning Rate 1e-3

• Encoder-layers 2 and Decoder-layers 2

• Encoder-attention-heads 4 and Decoder-attention-heads 4

• Batch-size 100

• Max-tokens 1024
1https://fairseq.readthedocs.io/en/latest/
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4.1.2 Training data

Wedownload dataset available on bitbucket.org 2 andRosettaCodeData repos-
itory onGitHub 3we use It more than 10900 open source. We filter these sources
from unusable comments, and select the C++, Java,files within those projects.

In this work, we decide to translate at function level. Unlike files or classes,
functions are short enough to fit into a single batch, and working at function
level allows for a simpler evaluation of the model.

We pre-train our model on all the source code available to us.

4.1.3 Preprocessing

After extracting data on Java and C++, we placed each source code for each
programming language with the corresponding in the other language in parallel,
all in one file to make it easier to verify the meaning and comparison, using
comment breaks that mark the beginning of each source by each programming
language in a unified order, the step after which we re-separated each source
by programming language into a file alone, giving it a symbol indicating the
programming language to which it belongs. For example, Java we code with
”J” plus ranking number 1, 2, 3. The result is J1, J2, etc. Up to the number of
source codes in place as in the next table :

Corpus Lines Words
corpus.cp 5487 529194
corpus.jv 5487 534392
corpus-nocomment.cp 5487 525614
corpus-nocomment.jv 5487 529046

Table 4.1: corpus initial without devision

The next step is to group the lines of source codes into one line for each code
with a vocabulary by vocabulary according to each programming language for
the source, and therefore all the separated files were regrouped by the specific
language, each in one line followed by another in the same way to vocabulary

2https://bitbucket.org/nanzs/rosettacodedata/
3https://github.com/acmeism/RosettaCodeData
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compatible with the format of the specific programming language as in the fol-
lowing table:

Corpus Lines Words Tokens Unknowns
train.cp 4008 390967 394975 0.0%
train.jv 4008 391611 395619 0.0%
test.cp 700 67312 68012 2.88%
test.jv 700 67562 68262 2.87%
valid.cp 700 65781 66481 2.65%
valid.jv 700 69192 69892 2.53%

Table 4.2: Dataset splitted on training, testing and validation corpus

4.1.4 Evaluation

For evaluation, we rely on bleu assessment (bilingual evaluation under study)
that is an algorithm to evaluate the quality of text that has been automatically
translated from one natural language to another. Quality is the match between
machine production and human production: ”The closer machine translation
to professional human translation, the better” is the central idea behind BLEU,
whichwas one of the first metrics to claim a high relationshipwith human quality
judgments, and remains one of the most popular automated and inexpensive
metrics.4

For our experiences of our training data, the training takes a long time, es-
pecially between the epoch and the next, knowing that our begining starts from
the process of preparing data in advance on a local computer, and due to the re-
quirements of training equipment, we have to move to work on Google’s cloud
computer, Google Colab due to the appropriate advantages of our mission, yet
it takes us a long time and still, and in the following table we present its results:

Cpp–>Java Java–>Cpp
BLEU 45.90% 43.19 %

Table 4.3: BLEU score evaluation

4https://en.wikipedia.org/wiki/BLEU
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4.2 Execution of transformations on the pre-prepared data in
Colab

1. Installation of fairseq:

Google Colab’s environment is like the entire Linux environment with
Python programming language installation, so all Linux commands and
Python instructions are already in place, so we apply everything to Jupyter.

In this step, we start by installing fairseq within google colab, and this is
to download all the libraries and orders needed to run the scripts with the
data, to perform all the processes, exercises, tests and validations, other-
wise nothing will work, since working on colab the process is very fast
up to less than half a minute or a few seconds, and so far no data has been
worked out, so that this step is one of the stages of pre-preparation onwhich
the next steps depend depending on the next steps depending on Order. By
pressing the cell button or through the keyboard by pressing Ctrl+Enter
which is shown as in the following picture:

Figure 4.1: Installation of fairseq
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2. Preparing of Data For Traning:

Before you start, there’s a process ahead of you, since training data is
stored at Google Drive level, you have to access the storage site, so that
when you press a folder or file button, the Drive button, which when you
press it shows an order to access it, then a window pops up to choose your
Google account, and then the colab access page shows a message at the
full end of the process. Then we prepare the data on which we will train
the form by pressing the cell button or through the keyboard by pressing
Ctrl+Enter as in the following picture:

Figure 4.2: Preparing of Data For Traning

3. Training Data on begining:

As we read from the title, the step begins like this because colab’s inter-
active environment reserves you several hardware and storage resources,
they each time you monitor your presence with it to make sure you are not
a machine, so we also have to monitor so that there is no interruption in the
workflow, or interruption with storage resources, we start from this step we
need a place to store data and work on it, because even this environment
is a temporary reserved place, as you notice fairseq we have to install it
Every time you break, here too we press the cell button to do the order, as
in the following picture:
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Figure 4.3: Training Data on begining

4. Training Data on Interruption after begining:
As we say because colab’s interactive environment reserves you several
hardware and storage resources, they each time you monitor your presence
with it to make sure you are not a machine, so we also have to monitor so
that there is no interruption in the workflow, or interruption with storage
resources, we start from this step we need a place to store data and work
on it, because even this environment is a temporary reserved place, as you
notice fairseq we have to install it every time when disconnected, here We
also press the cell button to continue training, as in the following picture:
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Figure 4.4: Training Data on Interruption after begining

5. Testing:

In this step, we examine beyond training for data prepared for this, so
that as the process progresses, we see target language lines line by line,
up to the last line of data applied to them. This step is as in the following
picture:

Figure 4.5: Testing and generation of results of the translation test
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The result of the quality obtained on the BLEU scale, located in sub-folders
of the data storage site, as in the following picture:

Figure 4.6: Results of the translation test

6. Add new Data without parallel translation:
In this step, we enter single-source data to output the target, which can
also be used to increase machine data if it does not have sufficient training
data for one of the two languages, in this way the background translation
mentioned is done to create artificial data for the NLP task. So we can get
more training for model training especially for NLP tasks and low-resource
languages. Of course, let’s not forget that in this step we’re transforming
from a source language into a target language, and that’s when you enter
new data to convert it, which we want. The following picture shows:

Figure 4.7: Add new Data without parallel translation
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Chapter 5

Conclusion

In this note, we are trying to inform one of the most important fields and
applied areas interested in the processing of natural languages by computer,
namely, the field ofmachine translation and specifically the conversion of source
codes, and through our study we have found that researchers in this field sought
to dispense with the human translator and replace it completely with computers,
which is called transcoding, the translated machine is an important means within
the reach of the professional programmer to counter the bets of the current infor-
mation age, translation of codes has educational, economic and security benefits,
including:

• Rosettacode, as an example, shows how to solve a problem from one pro-
gramming language to another to show similarities or differences, and this
site is growing more in terms of sources.

• Dissemination of information in all fields and multiple languages in re-
sponse to the requirements of the era characterized by the flow of informa-
tion that humanity has not been able to contain, especially in the translation
of code.

• Update a language from an old version to a new version such as python2
to python3 especially when revising and reviewing.

• The huge amount of data requires the use of translation to profit time and
reduce financial costs.
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• code translation is the best way to correct errors and avoid harmful vulner-
abilities.

Through this project, we want to move from natural machine translation to
code machine translation, reach greater successes and solve all kinds of ambigu-
ities and software problems, which requires a huge amount of data that requires
a high-speed, powerful hardware structure and high quality quality due to the
time required for training.

We hope to benefit from our findings and continue to implement and de-
velop this project to achieve greater successes in the field of machine translation
of codes in all fields of scientific, research, economic and security.
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Appendix A

Statistics

Popular Programming Languages on RosettaCode 1

1http://timb.net/popular-languages.html



APPENDIX A. STATISTICS 36

CPP Data count 2020 archive downloaded and counted on pc by
ultrasearch program 2

JAVA Data count 2020 archive downloaded and counted on pc by
ultrasearch program 3

2https://github.com/acmeism/RosettaCodeData/tree/master/Task
3https://github.com/acmeism/RosettaCodeData/tree/master/Task
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CPP Data count 2014 archive downloaded and counted on pc by
ultrasearch program 4

JAVA Data count 2014 archive downloaded and counted on pc by
ultrasearch program 5

4https://bitbucket.org/nanzs/rosettacodedata/src/master/Task/
5https://bitbucket.org/nanzs/rosettacodedata/src/master/Task/
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