Democratic and Popular Republic of Algeria
Ministry of Higher Education and Scientific Resdarc
University Ahmed Draia - Adrar
Faculty of Sciences and Technology
Department of Mathematics and Computer Science

..... | nm% nn\_'

pliadl sl aljs anal azala
Université Ahmed Draia. Adrar -Algérie

A Thesis Presented to Fulfill the Partial Requiratrfer Master’s Degree in Computer
Science

Option: Networks and Intelligent Systems.

Title

Energy Efficient Mobility Management in
Wireless Sensor Networks

Prepared by
Miss. Soumia LAROUI

The Jury Members:

Mr. El Mamoun MAMOUNI MAA Chairman

Dr. Mohammed OMARI MCA Supervisor
Mr. Seddik RABHI MAA Examiner 1
Mr. Mohammed DEMRI MAA Examiner 2

Academic Year 2016/2017



Abstract n

Abstract

Mobile Wireless Sensor Netwc (MWSN) has mobilesensor nod« which sense the data
and communicate witlthe base station via other no. Both sensor nodes and ss can be
mobile and can operatith static sensor nodes in the netw based on the applicati
requirements. However, ahility posesnew challenges for the researchers particularigniargy
consumption and packets ldssaddition to outing protocols are responsible for discoverind
maintaining the routes in thnetwork. In this thesisa new routing protocol is propos for
mobile wireless sensors, which \ invented after a thorougstudy of various protocols ithe
literature that try to resolve the typicrouting issuesfor both technologiesof WSNs and
MWSNSs. Our proposegrotoco, called FF-LEACH takes the advantages the MH-LEACH-
1R protocol, as well as pregies ofthe firefly optimizationln order to show thperformance of
the proposed protocolye have performed some simulations, comparisonsaaalysis using
MATLAB environment. These routing protoco(LEACH-M, MH-LEACH-1R, and FF-
LEACH) are comparethased o different factorssuch as residual enel, data delivery to the
base station, number of rots, nodes alive, and packets IdSgperimental resultshow that our
proposed protocol FEEACH has the best performance in almost all metrics@aibein terns

of lifetime and lost packets.

Key words: MWSNSs, energgonsumption, LEACH-M, MH-LEACH-1RFF-LEACH, mobility.
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General Introduction

The advances in mobile roboi, the need foreal time and reliable communicati
applications today alloweih adding the mobility concept into many differ«classes of Wireless
Sensor Networks (WSN). The deployment of mobilesses is possible and useful in me
application scenarioganging from the environmental monitor to track the dispersion
pollutants, gas plumes or fi,, and public safety applicationsthe industry, healthce, and military
applications. Thigjives birth to Mobile Wireless Sensor Networks (MM&3

Mobile wireless sensor network (MWSN) is becomimgular because of the advanta
over the static network such as the locomotiapability of sensor nodes which can improve
lifetime of the network. In fact, MWSNs pose marhaltenges for newly designed applicatio
thesensor nodes can move out of the region in whiek #re present and cause many proble
For that, routingprocess in a mobile network is very complex andétomes even mc
complicated in MWSN as the sensor nodes are lowepowost effective mobile devices w
minimum resources.

Our objective in this thesis motivated to focus on the design an efficient routing
protocol for MWSNSs to resolve many problems likeaneing the network connectivity, reduci

the energy cost etc.

This thesis consists ébur chapters:

% The first chaptefintroduction and Overview of Mobile Wireless Senseo Networks”

introduces and defines basic terminology used in SN&

% The second chaptetRouting Protocols in Mobile Wireless Sensor Networks
examines the sections that cover classificationVlWSNs routing protocolsand gives the
principle details of these protocols like LEACH, AEH-M and MHLEACH- 1R.

% The third chaptetFF -LEACH: A multihop MWSN protocol based on MH-LEACH-
1R and Firefly Algorithm” is divided into two parts. In the first part, widtrate the algoihm
of firefly optimization. Then, we explain our progexl protocol F-LEACH.



General Introduction

s The fourth chapter‘Simulation, Results, and Analysis” gives an overview c
simulation and MATLAB environment, the simulatioesults of the selected protocols and
proposedprotocol as well as comparison and analysis oeckfit metrics such as throughpu

the base station, number of rounds, lost packetsresidual energ

At the end of each chapter are drawn a series aiclgsions, concerning tf
investigations perfoned and the obtained results. The general comeiusigiven at the end

this thesis, where possible future investigatiaesadso indicate:



Introduction and Overview

of
Mobile Wireless Sensor Networks
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1.1. Background:

The limitation of wireless sensor networks (WSNeyerage, localization and ener
consumptioncreate problems as weas weaken security. So, a complementary wire
technology, MWSNSs, is require

Today, Mobile wireless sensor networks (MWSNSs)a@re of very important technolog
that is used for communications due to their chtaratics and to their great number eal-life
applications.

In this chapter, we discussed in deep for genemnderstanding of the concept of tl
study. First, we present the concepts of diffetigpes of networks from static to dynamr
Second, identify the benefit of using mobility inSNs, the biggest challenges of MWSNSs anc

applications areas. Third, review the different mgbmodels.

1.2. Wireless network:

Wireless network refers to any type of computemoek that is not connected by cab
of any kind. It is a method by which homes, teleommications networks and enterpr
(business) installations avoid the costly processwoducing cables into a ilding, or as a
connection between various equipment locations.eMs telecommunications networks
generally implemented and administered using astnégsion system called radio waves. /
radio, FM radio, satellite radio, satellite TV, eiite Internet access and broadcast TV is als

fact, wireless networks. Wireless technology isneanvenien(1].

1.3. Sensor node sucture [2]:
A sensor node made up of five basic componentshew inFigure 1.1

Storage uni
3
\ ( * . N\ e
Sensing uni
5 Processing unit Communication
= a ¢ < unit
8 <
\ J \
3 1 4
Power unit

Figure 1.1: Sensor node structure [2].
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1.3.1. The sensing unit: usually consists of one or more sensors and ar- to — digital
converters (ADCs)The sensors observe the physical phenomenon aretageranalog signa
based on the observed phenomerThe ADCs convert the analog signals into digitginsis,

which are then fed to the processing

1.3.2. The processing unit usually consists of a miatontroller or microprocessor wi
memory (e.g., Intel's Strong ARM microprocessor akthel's AVR microprocessor), whic

provides intelligent control to the sensor n.

1.3.3. The communication unit: consists of a short range radio for performing da

transmssion and reception over a radio cha.

1.3.4. The power unit: consists of a battery for supplying power to dr@deother component

in the system

1.3.5. The Memory/storage unit: Storage in the form of random access and-only memory
includes both program memory (from which instruecti@re executed by the processor), and
memory (for storing raw and processed sensor meemants and other local information). T
guantitiesof memory and storage on board a WSN device arendiitnited primarily by
economic considerations, and are also likely torowe over time

In addition, a sensor node can also be equippeld sdtme other units, depending
specific applications. Forxample, a global positioning system (GPS) may beded in somr
applications that require location information fatwork operation. A motor may be neede«
move sensor nodes in some sensing tasks. All tdtseshould be built into a small module v

low power consumption and low production ¢

1.4. Wireless Sensor Network

A wireless sensor network (WSN) in its simplestniocan be defined as a network
(possibly low size and lowemplex) devices denoted as nodes that can seasentironmen
and communicate the information gathered from the nowad field through wireless links; tl
data is forwarded, possibly via multiple hops relgy to a sink that can use it locally, or

connected to other networks (e.g., the Internebudh a gatewe [3, 4].
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Sink & i / \é i
® NI VE A aP
=5 i

Figure 1.2: Wireless sensor networks.

1.5. Mobile Wireless Sensor Network

1.5.1. Definition: Mobile wireless sensor networks (MWSNSs) can simpl defined as
wirelesssensor network (WSN) in which the sensor nodesrenaile [5]. MWSNs are a smalle
emerging field of research in contrast to theirl-established predecessor [6]. MWSNSs are it
more versatile than static sensor networks as ¢haybe deployed in arscenario and cope wi
rapid topology changes [7]. However, many of tlagiplications are similar, such as environn
monitoring or surveillance commonly the nodes csinsdf a radio transceiver and

microcontroller powered by a battery[8].

1.5.2 Advantagesof adding mobility:

In many sensor network deployments, an optimatidigion is unknown until the sens
nodes start collecting and processing data. Thismap deployment is generally infeasit

without adding mobility. These some advantagesdding mobility into WSNs

» Long Network Lifetime: Because sensors can move, they will make the tigaegm more
disperse and energy dissipation more efficientdtworks that are sparse or disjoint, or w
stationary nodes die, mobile nodes can maneuveonoect the lost or weak communicat

pathways [9].

» More Channel Capacity: Experiments have demonstrated that the capacitysgain be -5

times more than static WSNs, if the number of nebihks increases linearly with the numbe
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sensors. Mobility also enables greater channelaiypand maintains data integrity by creati
multiple communication pathways, and reducing theber of hops messages must travel be

reaching their destination [9].

» Enhance Coverage and Targeting¢ Because sensors are mostly deployed randomly th
of precsely, they are generally required to move for esttght or for close proximity which

favorable for targeting. Sensor network deployments often determined by the applicat
Nodes can be placed in a grid, randomly, surroundim object of inteist, or in countless oth
arrangements. In many situations, an optimal depéy is unknown until the sensor nodes

collecting and processing data. For deploymentsemote or wide areas, rearranging n
positions is generally infeasible. Howevwhen nodes are mobile, redeployment is possibl
[10] the integration of mobile entities into WSNspgroves coverage, and hence, utility of
sensor network deployment. For example, an apmitahat monitors wildfires, the mobi
sensors are able maintain a safe distance from the fire perimetsryvell as provide updates

fire fighters that indicate where that perimeterrently is.

» Improve Performance: Most networks can be gained improved quality of samications
reduction in overall casand time to complete task, better security i-hoc networks [11], an
increase of network capacity [12]. The aspect akless communication is getting more
more important in multrobot systems to improve their overall performanice.decide itsnext
movement efficiently, a mobile robot may need indata from other robots through wirele
interaction. Communication module not only enaldata fusion through the sharing of ser
data gathered by mobile robots, but also helpsrekja individul view of the network and tr

physical environment.

> Better data fidelity: The last benefit can be attained by utilizing a iieobode to carry dat
to a destined point. It is useful when wirelessneleh is in poor condition, or if the prematt
energy dpletion is possible (also call€unnelling effect). The reduced number of hops due

mobility will increase the probability of succedstfansmissions [9
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1.5.3.Mobile WSNs challenges
In order to focus on the mobility aspect of wiralsgnsor network it is important to first
understand how the common assumptions regardinigadha deployed WSNs change wh

mobile entities are introduce

» Localization: In statically deployed networks, node position tendetermined once duril
initialization. However, those nodes that are molpilust continuously obtain their position
they traverse the sensing regicl3]. This requires additional time and energs well as the
availability of a rapid localization servi[9].

» Dynamic Network Topology: Because nodes generally are mobile in MWSNSs, theldgy
is dynamic.New routing and Medium access control (MAC) protecare needed in MWSN
Traditional WSN roting protocols, which describe how to pass messtgesgh the networso
they will most likely reach their destination, tgplly rely on routing tables or recent rot
histories.In dynamic topologies, table data become outdateckly, and route discvery must
repeatedly be performed at a substantial costing®f power, time, and bandwic[9].

» Power Consumption: Power consumption models differ greatly between WSahd
MWSNSs. For both types of networks, wireless comroatidn incurs a significant energy ci
and must be used efficiently. However, mobile esditequire additional power for mobility, a
are oftenequipped with a much larger energy reserve, or tsmltcharging capability the
enables them to plug into the power grid to rechangir batterie [9].

» Mobility of Sink: In centralized WSN applications, sensor data iwéoded to a base static
where it can be processed using resc-intensive methods. Data routing and aggregation
incur significant overhead. Some MWSNs use mobdsebstations, which traverse the sen
region to collect data, or position themselves sat tthe number of tnsmission hops is

minimized forthe sensor nod¢9].

1.5.4. The applications of mobile wireless sensor networ [14]:

Mobile wireless sensor networks are currently bengloyed in a variety of applicatio
in which localization plays an integral part. Thapplications fall under four main categori
commercial, environmental, civil, and milita
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1.5.4.1. Commercial:

As MWSNs grow in popularity, we expect to see asburf applications in th
commercial sector that require some kind of positiata
» Service Industry: One such area is the service industry. Companiels as Skilligent ar
developing software protocols for service robots fherform tasks such as basic patient ca
nursing lmmes, maintenance and security in office buildiregg] food and concierge service
restaurants and hotels. All of these applicati@ugiire a mechanism for position estimat

» Housekeeping: Such an automated vacuum cleaning robot for domeste. Tis robot
creates a map of the room as it moves by usingoteskdfrom a variety of bumper and opti
sensors. Wheel encoders provide-time position information that enable it to covie tentire

room.

1.5.4.2.Environmental:
MWSNs have become a valuable asfor environmental monitoring. This is thanks
part to their ability to be deployed in remote ar@md for their ability to gather data of wi

areas of interest.

» Wildlife Tracking: ZebraNet 15] is an early MWSN, in which motale wireless devices
were fitted to zebras for the purpose of trackingrtheovement. Due to the remote region, tF
was no cellphone coverage, so data was routedghrthe peeto-peer network to mobile ba:
stations. The zebras were not constrained to cedseas, and her than the small devic
attached to their bodies, left undisturbed. To aguash this level of tracking without the use
MWSNSs would not be possib
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Internet

A

Figure 1.4: Wildlife tracking applications.

» Pollution Monitoring: MAQUMON [16] is one of a mobile air quality monitoring syste
Sensor nodes that measure specific pollutantseimithare mounted on vehicles. As vehicles
move along the roadways, the sensors sample tharairrecord the concentration of varit
pollutants along with location and time. When tkasors are in the proximity of access poi

the data are uploaded to a server and publishéadeoned.

1.5.4.3.Civil:
The civil services are one of areas that need MW8NMy. This includes application

that keep society running efficiently and sat

» Pothole Detection In [17], a system is developed to detect potholes onstigets. Deploye
on taxi cabsthe sensor nodes contain an accelerometer, amcca@amunicate using eith

opportunistic WiFi or cellular networl

1.5.4.4.Military:
Mobile wireless sensor networks will play more impat roles in future military systen

and make future wars more intelligent with less harmvolvement
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» Shooter Detection / Weapon Classificationln [18], a soldierwearable sensor system
developedhat not only identifies the location of an enemiper, but also identifies the weap
being fired. Each sensor consists of an array efaphones mounted on the helmet of a sol
The sensor observes both the shock wave of theqtile, as well ¢ the muzzle blast from tr
weapon, and based on TDOA, as well as propertigeeoficoustic signal, is able to triangul

the enemy position and classify the weapon-

.
_ e SR
Figure 1.5: Sensor prototypes mounted on a Kevlar he

» Autonomous Deployment.In [19] an unattended aerial vehicle is used farsse network
deployment and repair. Such deployments aid thetamjl in battlefield surveillance ar

command and control field operatic

1.6. Mobility Model:
1.6.1. Entity/Individual mobili ty models also called (memoriess models [20] nodes
movements are independent of each other and dospeitd any memory to change tf

location,such as Random Waypoint, Random direction, and &anlalk

» Random Waypoint model The Random Waypoint model is the most commonly 1
mobility model in research communiiAt every instant, a node randomly chooses a dé&tm
and moves towards it with a velocity chosen rangoimdm a uniform distribution [0, V_max
where V_max is tb maximum allowable velocity for every mobile noddter reaching the
destination, the node stops for a duration defibgdthe 'pause time' parameter. After |
duration, it again chooses a random destinatiorr@pelats the whole process until the dation
ends [21].
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» Random Walk model: In the Random Walk Mobility Model, a mobile node wvas from its
current location to a new location by randomly cting a direction and speed in which to tra
The new speed and direction are both chosen pre-defined ranges, [V_min, V_max] and
2n] respectively.

So, TheRandom Waypoint Mobility Mod: is similar to theRandom Walk Mobilit

Model if pause time is zero and [V_max] = [V_min, V_max] [20].

» Random Direction Model: In the Random Direction Mobility Modginobile node chooses a
random direction in which to travel instead of adam destinationAfter choosing a randol
direction, the node travels to the boundary. Amsa®the boundary is reached the node stog
a certain period of timegchooses another angular direction (between 0 afddE§rees) an

continues the process [20].

1.6.2. Group mobility models: also called (memory based models) [2@here the mobile node

move dependent of one another and use its preyistmied database fits movemen

1.6.2.1. Geographic Based Models

» Manhattan model: The Manhattan mobility model uses a grid road toggl This model is
mainly proposed for the movement in urban area,revkige streets are in an organized mal
and the mobile nodes are allowec move only in horizontal or vertical direction. Aaeh
intersection of a horizontal and a vertical stréet, mobile node can turn left, right or go strai

with certain probability [22].
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Figure 1.6: Manhattan mobility model movement.
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» Pathway model: One simple way to integrate geographic constramtsthe mobility mode
is to restrict the node movement to the pathwayshen map.The map is predefinein the
simulation field. Tian, Hahner and Becker et al][@8lize a random graph to model the mag
city. This graph can be either randomly generatecacefully defined based on certain map «
real city. The vertices of the graph representlthddings of the city, and the edges model
streets and freeways between those buildingsallyitithe nodes are placed randomly on
edge. Then for each node a destination is randambgen and the node moves towards
destination through the shostgath along the edg

Upon arrival, the node pauses T pause time and again chooses a new destinatic
the next movement. Thigocedure is repeated until the end of simula

» Obstacle model: The Obstacle Mobility Model is based on the follogi rea-life
observationsFirst, people move towards specific destinatiorterathan randomly choosir
some destinations. Second, there are obstaclas ireal world. These obstacles, most comm
the buildings, block people’s movements as well hirgigna-propagation. Third, people do r

walk along random trajectories; they usually molem@ pathways and select shortest paths

» Freeway model:This model emulates the motion behavior of mc nodes on a freeway. It
can be used in exchanging traffic status or tragkirvehicle on a freewe This model use maps
and there are several freeways on the map andfiegetiay has lanes in both directions [

1- Each mobile node is restricted tolane on the freeway.

2- The velocity of mobile node is temporally dependamits previous velocit

3- If two mobile nodes on the same freeway lane atkinithe safety distance (SD), the veloc

of the following node cannot exceed the velocityprdcedingnode.
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Figure 1.7: Freeway mobility model movement.

1.6.2.2. Temporal Based Models

» Gauss Markov model: In the Gaus-Markov Mobility Model each mobile node is initiadid

with a speed and direction. By fixed intervalsiofé movemenoccurs to updating the speed ¢

direction of each node. To be specific, the valispeed and direction at th" instance of time

is calculated based upon the value of speed aedtitin at the r- 1% instance and a rando
variable [22].

» City Section model: The City Section mobility model puts constraintstbe movement of
node on a city street grid, constructed of horiaband vertical streetEach street on the grid
assigned a speed limit. A mobile node moves albagtreets accaing to the speed limit set fi
that particular street [20].

1.6.2.3. Spatial Based Models

» Reference PointGroup model: Random point group mobility can be used in milit
battlefield communicationHere each group has a logical centre (group leatiat)determine
the group’s motion behavior. Initially each membéthe group is uniformly distributed in tl
neighborhood of the group leader. Subsequentlygaah instant, every node has speed

direction that is derived by randomly deviating fromat of the group leader. Given below
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example topography showing the movement of nodeR&mdom Point Group Mobility Mod:

[21]. The scenario contains sixteen nodes with Nbdad Node 9 as group ders.

©)
TR
© ©)

@%@ @

Figure 1.8: Reference point group modabvemer.

Important Characteristics:Each node deviates from its velocity (both speed dinection)
randomly from that of the leader. The movement fiaug mobility can becharacterized as
follows:

| V ® 1= Vleader(t) | + random () * SDR * max_spee

member

10 empelD | =10

member

t) | + random () * ADR * max_angle
leader

Where: 0 <<ADR, SDR<< 1. SDR is the Speed DeviaRatio and ADR is the Angle Deviatic
Ratio. SDR ad ADR are used to control the deviation of theoei} (magnitude and directiol
of group members from that of the leader. Sincegtioeip leader mainly decides the mobility
group members, group mobility pattern is expectedhdve high spatial depeence for small
values of SDR and ADR [21]

» Column model: The Column Mobility Model represents a set of melibdes (e.g., robot
that move in a certain fixed directicThis mobility model can be used in searching arahsing
activity, such aglestroying mines by military robots. When the mehibde is about to trav
beyond the boundary of a simulation field, the nmogat direction is then flipped 180 degr
Thus, the mobile node is able to move towards &mer of simulation field in theew direction
[22].
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Reference grid

Figure 1.9: The Column mobility model movement

In this mobility model, each node (black dots) lasingle reference point (RP) a
moves around its reference point via an entity titghinodel. The reference point chosen
periodically based on an advance vector, wherenéve reference point is the sum between
old reference point (the node’s previous refergmoiat) and the advance vector (a predefi

offset that moves the reference g [25].

» Pursue model:The Pursue Mobility Model emulates scenarios wisexeeral nodes attempt
capture single mobile node aheThis mobility model can be used in target trackargl law
enforcement. The node being pursued (target nodm)esnfreely according to the Ranc
Waypoint model by directing the velocity towarde thosition of the targeted node, the pur:

nodes (seeker nodes) try to intercept the targie [22]

® O o E
oo Ve

Figure 1.10 The Pursue mobility model movement

» Normadic model: The Nomadic Mobility Model is to represent the niibpiscenarios wher
a group of nodes move togethThis model could be applied in mobile communicn in a

conference or military application. The whole grafpmobile nodes moves randomly from ¢
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location to another. Then, the reference pointaithenode is determined based on the gel
movement of this group. Inside of this group, eaode can dset some random vector to
predefined reference point. The movement in the &homCommunity Model is sporadic wh

the movement is more or less constant in ColumnilpModel [22].

o0
O a®

®0 o
ee® — o0
oo

Figure 1.11: The nomadic mobility modehovemer.

» Exponential Correlated model: One of the first examples of group mobility is -
Exponential Correlated Random (ECR) mo(The model reproduces all possible moveme
including individual and group, by adjusting thergraeters of a motion functiorThe new
positionf) (t+ 1) is a function of the previous positifo, to which a random deviatior is
added.

b(t+1) =b®er +a(1—e)r
Whete: b(t) = (r,, T;)is defined for a group or a node at tit; T adjusts the rate of change fr
old to new (smalt causes large chang: r is a random Gaussian variable with a variio.
The parameters anda vary from group to group. Th drive the groups into different movit
patterns. The ECR mobility model requires a conepéett of T; o) (one pe group) to define the

motion of the entire network.
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Figure 1.12 Classification of mobility model.

1.7. Conclusion:

Mobility of WSN is a new concept which received reasing attention due to t

advantages over static WSNs such as the netwetinié prolongation. But, tl dynamic nature

of MWSNs still introduces various challenges likatal management, accuracy, coverage

localization. However, depending on the applicatjdhere are multiple mobility mode

In the next chapter, we make a study of the mapotimg potocols that manage t

mobility in these networks.
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2.1.Background:

Mobility management is one of ttimportant functionsof routing protocols in mobil
wireless sensor netwasKMWSNS) as well as energy consumption. For this chapter defines
the routing protocols in M/SN< and their classification .Then, givadrief description related

the routing protocols used in our st.

2.2. Routing protocolsfor MWSNSs:

Routing is the process in which the data packet$awarded t the base station. The d¢
are routed to the destination in an efficient manmghout delay and packet loss. Usually
network layer handles the process of routing thea.dBhe best routing protocol is the one -
covers all states of a specifiedtwork and will not consume too much network researdn &

mobile based wireless sensor network, minimizirgggbwer consumption is very import [27].

2.3. Classification of routing protocol for MWSNSs :
The routing protocols of MWSN can be mainly clfied based on their netwo

structure, state of information, mobility abiologically cooperative routin

2.3.1. Network structure: they are further cataloged as Direct Communicaiauting, Flat

based Routing, and Hierarchical routi

» Direct communication routing: a sensor node sends data directly to sink. The poivine
sensor node drains very quickly here if the netwarda is large and the number of collision

increases [28].

» The flat based routing: protocol assign the same funciality to all nodes [29]. It is ver
simple and efficient for small networks. It is fuer categorized into[2¢
» Opportunistic Routing (OR): The idea behind opportunistic routing is that facle
destination, a set of next hop candidates areteelemd ach of them is assigned a prior
according to its closeness to the destination Wdegracket needs to be forwarded,

highest priority node is chosen as the next
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» Best Path routing: The best path routing scheme attempts to find #& path an

forwards packets to the corresponding next |

» Hierarchical routing protocols: dynamically organize the nodes in the network
partitions called clusters and the clusters arthéuraggregated into larger partitions called si
clusters and so on. €hcluster heads aggregate the data; thereby regtlvindata and savir
energy [30. They are further categorized as flat hierarctiyster based hierarchy and zc
based hierarchy.

* Flat based hierarchy all nodes have same capabilities but differesponsibilities.

» Cluster based hierarchy the physical network is transformed into a virtnatwork of
interconnected clusters. Each cluster has clugad$iwhich make control decisions
cluster members.

* Zone based hierarchy increases the scalalyliby shrinking the topology reorganizati

scope. Zones are created and the flat schemelieéppeactzone [3].

2.3.2State of information: the routing protocols are grouped into topologyeasouting anc

location based routing.

» The topology basedrouting protocols: use the principle that every node in the netw
maintains large scale topology information. They t& again classified as proactive rout
reactive and hybrid routin@§].

» Proactive routing: also known as preemputed routing ortable driven routing,
calculates the route to all destinations apriod atores the information about the lir
and network topology changes in a routing tables fibdes here periodically update tt
routing tables.

» Reactive routing: or on demand roing computes the route to a destination only wh

is needed using route discovery process and roatet@emance

» Hybrid routing : utilizes the functionality of both proactive arehctive routing

» Location based routing protocols make use of position information of nodes to raldea.
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They are yet again ordered under the location @sdas time, distance, and predictive diste
based location update routing protoc31].
» Time based location update schem each node periodally sends a location update
a location server.
» Distance based update schemn each node tracks the distance it has moved sisdasi
update and sends its location update wherthe distance exceeds a certain thres
» Predictive distance basedupdate scheme:also called as dead reckoning, the n
reports to the location server both its position aelocity. Based on this informatic

and the mobility pattern, the location of the nocde be predicte

2.3.3.Depending on the applications: the nodegshat have to be mobile are decided. -
routing protocols should support the mobility magragnt accordingly. Based on the impac

mobility on nodes in the network [28], the rout@igorithms are cataloged ¢

Routing only when the sink is mob
Routing when a few nodes act as mobile re

Routing when all the nodes are mot

YV V V VY

Routing when a few nodes are statior

2.3.4.Biologically cooperative routing: is nowadays being widely tested on MWSN and fo
to have remarkable adaptively, reliability and rsimess in Mobile Wireless Sensor Netwc
These include nature inspired techniques like Amlo@y Optimization, Bee Color

Optimization, Genetic algorims etc. to find the optimal path for routing [
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2.4. Description of protocols:
2.4.1. Low Energy Adaptive Clustering Hierarchy (LEACH) Pr otocol:

Low Energy Adaptive Clustering Hierarchy (LEACH) oposed by Wendi E
Heinzelman,et al. [32] is the first hierarchical, seorganizing, adaptive clus-based routing
protocol for wireless sensor networks which pamisi the nodes into cluste

LEACH [32] is a hierarchical protocol in which most nodeensmits the data to clust
heads, and the cluster heads aggregate and contipeedata and forward it to the base stat
Node first senses its target and then sends tbeam information to itsluster head. Then the
cluster head aggregates and compresses the informmateived from all the nodes and senc
to the base station. Nodes that have been clustetshcannot become cluster heads again
rounds, where P is the desired percentof cluster heads. Thereafter, each node has
probability of becoming a cluster head in each tbukt the end of each round, each node th
not a cluster head selects the closest cluster arddoins that cluster. The cluster head {
creates @&chedule for each node in its cluster to transtmitiata. Each sensor node n genera
random number such that O< random < 1 and compitesa pre«defined threshold T (n).
random < T (n), the sensor node becomes clustad meghat round, otherise it is cluster
member.

The threshold is set

P
T(n) = e e (2.1)
0, Otherwise

Where P is the desired percentage of cluster heasl$he current round, and G is the
of nodes that have not been cluster head in thell&s rounds. After the cluster heads
selected, the cluster heads advertise to all semsdes in them nefork that they are the ne
cluster heads. Then, the other nodes organize #ieassinto local clusters by choosing the n
appropriate cluster head (normally the closesttetusead). During the stee-state phase the
cluster heads receive sensed deom cluster members, and transfer the aggregatedtdahe

BS[33]. This protocol is divided into rounds each roundsists of two phase

1. Set up phase
Initially, when clusters are being created, eactiendecides whether or not to becomr

cluster-had for the current round. This decision is madeth® node n choosing a randc
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number between 0 and 1. If the number is less @hifmeshold, the node becomes a cl-head
for the current round. Each node that has eledtslf ia cluste-head for thecurrent round
broadcasts an advertisement message to the resheofnodes. For this “clus-head-
advertisement” phase, the clu-heads use a CSMA MAC protocol, and all clu-heads
transmit their advertisement using the same transmergy. The nc-clusterhead nodes must
keep their receivers on during this phase c-up to hear the advertisements of all the cl-
head nodes. After this phase is complete, eac-clusterhead node decides the cluster to wt
it will belong for this round. This ecision is based on the received signal strengtthe

advertisement [33].

2. Steady state phase:

The process of transferring aggregated data oedeseta from all the sensor nodes to
sink or base station is done under steady statsepliduring thi phase, nodes in each clus
sends data based on the allocated transmissiontdirtieeir local cluster heads. To reduce
energy dissipation, the receiver of all -cluster head nodes would be turned off until theée«
defined allocated time. Afteeceiving all the data from the nodes, the clusead aggregates
the data sent from the member nodes into a singhalsand transfers it to the base station.
duration of the steady state phase is longer thanduration of the s-up phase in order to
minimize overhead [33].

The flowchart of LEACH algorithm is presented irgéie 2.2.
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Figure 2.2: LEACH flow chart diagram.

To complete the setp phase, each node sends a-request message after they recei
broadcast from the elected clu-heads using a ngpersistent CSMA MAC protocol. T
clusterhead creates a TDMA as shown in the LEACH flow tlaad finally the nodes formir
each cluster wait for their schedule before trassman. The steady phase starts immediately
the set-up phase. The clustexads gather all data from their resive cluster members and se
the respected data to the base station. Figi3 shows the Set up phase and Steady state
[34].
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|<7 Rounc =l: Round 44

Set-up  Steady sta
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Figure 2.3: Set up and Steady state phase of LE..

2.4.2.0ONE ROUND LEACH (LEACH-1R) protocol:

In order to achieve the goal of enhancing the WSNsteting, that need to perform mc
control of the clustering proces.e., detecting CHs and their members. In facthsaymeration i
based on two phases. In the first phase Figu4, CHs are selected upon the first rounc
LEACH mechanismin fact, can use any of the first rounds sinceptieentage P is more or le
respected.

All nodes

)

Each node; picks a random numbet; and checks it
battery leveb;

YES P

S NO
1-°p

b; > threshold

|

\4 A

[ LEACH After Election Steps ]

)

n; is not a cluster he. ]

[ n; is a cluster he¢

Figure 2.4: The first clustering round in LEACHR.

In the second phase Figur&, the clusters are preserved and a new CH is sdlexctly if
the currenbne ran out of energ(i.e., the battery level beyond certain threshdlu}his case, i
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new CH is selected among the cluster members aking in consideration the strength of

last received sign4B4].

Cluster head nod
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Figure 2.5: The other rounds in LEACH-1R.

2.4.3. MH-LEACH- 1R (MULTI -Hop LEACH One Round) protocol[35]: consist of 2 phases:

» Setup phaseMH-LEACH-1R forms clusters like LEACHR protocol

» Steady state phase:a CH collects data from all nodes in its clusted @aransmits da
directly or through other CHs (closest with strasignal and closer to BS) after aggregat
Multi-Hop LEACH allows two types of communication opevas. First one is int-cluster
communication, when the whole network is divided imaltiple clusters. CH receives data fr.
member nodes at a single hop distance and aggsegjadetransmits the data directly to the
or through intermediate CH(s). The second onetes-cluster commaication, when the distan
between the CH and the BS is large; the CH usesnr@diate CH(s) to communicate to the
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Though MH-LEACHI1R protocol has its advantages over LEACH protdooktatic
network, but still not supports the mobility. Theléwing points present some of deficiencies
limits due to the mobility:

» The clusters loss his members and the sensors leasotatec

» The network loss his connectivity, so the lifetieras though there are a number of ser
alive.

» In inter-cluster commmication, the relay CHs is selected without takimg current energy i
consideration.

2.4.4. LEACH-M (Low- Energy Adaptive Clustering Hierarchy-Mobile) protocol [36]:

Although the hierarchical clustering protoco LEACH that includes distributed clust
formation algorithmhas the advantages of high energy efficiency dynamic selorganization
of the cluster, this protocadffers no guarantee of the success of data tramsféne typical
mobility-centric environment of wireless ser nodes.

In the setup phase of LEACH, the clusters organized and cluster heads are seles
Because thactual data transfer to the base station take® @ad i maintains the configuratic
of clusters during the stee statephase, it cannot accommodate the ation of cluster by
mobile sensor nodes during the ste-state phaselt is possible to resolve such problem
simple and traditionamethod that adds membership declaration of m nodes to typical
LEACH protocol. In LEACFHMobile protocol scheme, it asmes that all the n-cluster head
nodes ofsensor network has to have data to send to clhst@ necessarily at its time sl
allocated in TDMA schedule.

While the clustehead in LEACH protocol waits to rece sensed data according
TDMA schedule duringstead-state phase, the cluster head in LEAMobile transmits the
request message for data transmissic non<cluster head node for gathering sensed
accordingto TDMA schedule at each time slot. As the transfer takes place, the clustead
confirms with a timeslot list of nodes whether the sensed data is vedeaccordingl at an
allocated TDMA time slot at every tir when a frame ends, then marks the node on thef
non+eceiving. If the sensed data is not received ¢ from the mmde marked previously when t
next frameends, it removes the node and it may also assigrtithe slot to the newly joine

node in TDMA schedule. It assun for the cluster head that the nodes not respol to data-
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request message are moved and arated out ofits cluster region. Then, TDMA schedt
created by rescheduling transmitted to all cluster members of no

While clusterhead declares the membership of 1 within its own cluster region b
data-request messagsch mobile node confirnthe cluster to which it wi belong. After the
clusters are organized and cluster h are selected, the natuster head nodes transmit dat
cluster head upon receiving d-request message. If data requesissage are not received u
the frame ends wittime slot allocated by TDMA schedule, the proce of protocol operation
goes to next frame. If mobileode does not receive datguest message even w next frame
ends, it broadcasts cluster j-request message. Then the clusiesd upon redving cluster join
requestmessage transmits cluster head advertise message like a sep phase to that node.
Figure2.6, 2.7 and Figure :, 2.9 shows the time line and message exchange prdor one
round of LEACHMobile respectivel

Set-up Steaty- state
) . : Frame -~ Frame ]
Cluster | clusters Slot for Slot for ‘e
Head formec |_| node |_| node .
1 A T A "
Send Send
Rec-data Reg-data
msg msg
Confirm Rec- data list
Confirm Recv- data list v If there is no data i
v If there is no data i v If exists Mark i
v Mark err i v Remove i in TDMA

v Rebroad TDMA

Figure 2.6: TDMA time slot for CH.
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Set-up Steaty- state
) ': Frame . Frame g
Mobile | Clusters — Slot for — Slot for -
node formec node node -
Wait for Rec-data Wait for Reg-data If recv
ms¢ msg CH-announce

v If there is no ms v If there is still no

. . g_ : v' Go to Set-up
v Wait for msg i untii  msgi h
next frame v/ Broad join-ack phasi

msg

Figure 2.7: Time line of at allocated TDMA time slot for eacbde

After this phase is completed, the mobile node dk= the new cluster to which it wi
belong for this round athe mobile node moves. This decisis based on tl received signal
strength of the advertisement mess

After mobile node has decided its membership ofuatel to which it belongs, it mus
inform the cluster-heathat it will be a member of the cluster. The heé&dhe cluster in which
mobile node are newly participated, upd the cluster membership list and TDMA schec
and then broadcasts updated TDMA schedule to its cluster member nodes. The nodes
cluster includingnewly joined mobile nodes are operating accordo updaed schedule from

next frame.
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[ Cluster Head ]

Set-up
phase
Reqg_Done
join_ack Set-up Done

Reqg_ Don

Req Do rpyastart  Red_Don
‘Recv ms
Req_ Don Frame Broadcast

process Req_Don TDMA

Send 4
Req- Req_ D Reqg_Done
Datz Reqg_Done “TDMA schc
:Mark Or
Req_Do TDMA
:Data Packe Check Adjust

non-
Recv List

Req_ D¢

Figure 2.8: Message exchange process of at allocated TDMA sioteCH
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~

Set-up Done

[ Mobile node

Reqg_ Don
Req_Done

TDMA start ~ €d_Don

Broadcas
Join_ack

Frame

process Req_Do

‘Req_Dat

Reqg_Done

Reqg_Do

‘Req_Data Req_Done

:Mark Or

Req_ D¢

Check
non-
Recv Lis

Figure 2.9: Message exchange process of at allocated TDMA slotfor each nod

The main drawbaclof LEACH-M protocol are as follows:

» LEACH-M suffers from consequent control packets due &dlustering in eacround, so
more energy consumptiol

» Also, LEACH-M is not effective in terms of energy consumptitiesause a large number
packets are lost if the CH keeps moving beforectielg a new CH for the next rour

» LEACH-M is a single hop protocol, so moreergy are consumed and more packets are |
the distance between CHs and BS is greater tharotlerage radiu

» The moved sensor node sends new join Req aftensecative frames
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2.4.5.LEACH-ME (Low- Energy Adaptive Clustering Hierarchy-Mobile Enhanced):
2.4.5.1.Cluster Head Election and Maintenance in LEACHME [37]:

In LEACH the election and cluster head rotation a1 sure that the cluster heads do
die due to prolonged extra work. This is done by thndom rotation of the cluster head c
across the nodein the cluster by considering the energy levahefnodes. In view of mobili
centric environment, the election of a cluster log job rotation of the cluster head on pui
energy level, without considering the node mobitgn cause serious prom. A node with
sufficiently rich energy level, taking over the duf cluster head possessing high mobility, r
move out of the cluster, causing the cluster tobexheadless. The situation causes the cl
to go for a new cluster head. But again mobility of the nodes is not considered causing
same process to repeat. To cope with the situatfociuster head going out of reach due
mobility, the head rotation process needs to cemside node’s mobility. The nodes neec
maintain certain @ditional information to make room for handling nid. Following are some

of the information the node should maint

* Role to indicate if the sensor is acting as a Clustexdh€H (value=1) or as a participati

node (value=0) in the zone

» Mobility Factor: calculated based on the number of times a nodegelsainom one cluster

another or on the basis of remoten

» Members List if the node is a cluster head, a list which corgtaieferences to the noc

associated with its Cluster.

» TDMA Schedule Time slot information, when data need to be colddrom the sensor nod
by the cluster head.

The node needs to maintain all these four inforomatin which the mobility factor is tr
one with prime importance for the election of chushea. There are different approaches
calculate mobility factor. One approach is to clteithe transitions the node makes acros:
cluster and the other one is through the concemrabteness introduced in [3:

In LEACH-ME protocol, the second meid for the cluster head election it us
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1. Mobility factor based on transition count:
The node associated to a cluster in motion maykbitsaassociation to the cluster he
and create a new association with a new clustest hreds new territory. Te mobility factor is

calculated based on the number of times the nodesioom one cluster to anott

2. Mobility factor through the Concept of Remoteness

Mobility measure should have a linear relationshith link change rate. If all the nod
in the cluster are in group motion like in RPGM, ewbough the nodes are in motion,
average link change is minimal, maintaining higlated dependency. The node movemen
such scenarios does not make any breakage of assnawith the cluster hee So remoteness
can be treated as a measure of mobility fe

Let n; (t),i = 0,1,2,3,...N-1, whereN is the number of nodes, represents the loc:
vector of node at timet andd; (t) =| n; (t) — n; (t) |, the distance from nodi to j at timet. Then
the remoteness from nodléo nodej at timet is R;; (t) = F(d; (t)) , whereF is the function of
remoteness. For a simple choiceF as identity function, the remoteness is just thstadice
between the nodes.

As a node moves relative to theher nodes, remoteness remains proportionate
previous values. But as the node moves in a maimmevhich its speed and angular deviat
from the current state are not predictable, remesterchanges in time. Thus the definitior
relative mobilitymeasure in terms of remoteness of a node as adoraft time with respect t

its immediate neighbors is

N-1

N-1
M =5 ) 1dy ) 2.2)

In order to calculatel;(t), from i node to all it§™ neighboring nodes, the broadc
medium may be used. In LEACH protocol all nodes icluster are time synchronized with
cluster head. The TDMA schedule issued by the efuséad are complied by the nodes. E
node uses its time slot given by the schedule tangonicate to the cluer head. To reduce
energy consumption during the other time slotsin@nded for a node, the node goes to s
mode.

Therefore even though a node is in the radio rafgés neighboring nodes, it can r
hear the information sent by its immediate nbors. In order for nodes to hear simultaneot

the cluster head gives an extra time slot as shoviaigure 2.10.During the period of extra til



CHAPTER II: Routing Protocolsin Mobile Wireless Sensor Network

slot, called ACTIVE slot, all nodes need to sendirttbroadcast IDs. As all nodes are ti
synchronized withcluster head and use radio propagation, the i can make use of the |

broadcast of all the nodes it hears and calcu; (t).

Slot 0 Slot 1 Slot 2 Slot N-1 Active

Figure 2.10 TDMA time slots in LEACHME protocol

Let beacon sent by a neighboring node was at @ st ACTIVE time slot t1 an
received at time t2. The distard;(t) = Radio velocity * |t2-t1].

Upon receivinghe information from all the nodes, it's possilecalculate the mobilit
factor for N neighbors through equatic2.2). The node with least mobility factor is conside
for the next cluster head, provided the energyllef’/¢hat node is not below ttthreshold. Also
the transition count for the node is checked tonb@mal among all of its neighbo

The method is explained in steps as given belowmoi®e{a} as the normal nodc as the

cluster head. The following steps illustrate clusiead elecon process.

1. Cluster head c sends ACTIVE message to all itdetumembers to wake up simultaneot
ACTIVE: ¢ — {a}: wake up

2. Upon receiving the ACTIVE message, all cluster meratbroadcast their IDs with til-
stamp. All cluster member nodes time-out to receive broadcast of their entire neighlgp
node IDs. The ID_broadcast helps individual nodkenow its neighbor

ID_broadcast: {a}— NEIGHBORS: know_neighbors

3. Once the broadcast ID timer expires, each nodailedés the remoteness based on the
received and the time at which the IDs are receiViér® calculated remoteness informatiol
broadcast by each node. The process helps to kmovemoteness of rghbors of each othe

remoteness:{a—NEIGHBORS: know_remotenes:

4. Once all the remoteness values of neighbors areivext nodes can go for cluster he
election, where the node with minimal mobility faicis elected as cluster head, providec

energylevel is not below the threshc
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Initial creation of clusters is based on certaind@n selection. The number of clus
heads is based on a suggested percentage of ¢lesits for the network. Normal figure is 5%
the total number of nodes. In w of mobility, the figure can go high depending thie spatia
dependency factor and the speed with which the nomlees. A probable figure is of the order
5 -15 % of the total number of nodes. It should beedahat the cluster head election needbe
done at every TDMA time slot. ACTIVE time slot che introduced periodically after a cert:
number of regular TDMA periods. The periodicity dadecided based on the active mobilit

the nodes.

Active

Req_Done

Broad«-
as

Rea Done

TDMA
braodcast

Req_Do
Remoteness

value Req_Do
Remoteness

s Req_Done _
eq_ TDMA q- calculatior
Remote-
New CH ness
. calculation
creation
Req_Do
Req Don L~ . Remoteness Broadcs
Remote-
ness

Broadcas

Figure 2.11:CH election in LEACH-ME.
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2.4.5.2. ACTIVE slot deciding phase [38]:

Calling ACTIVE slot in regular basis without consrthg the nature of the mobility of tl
nodes can cause extra loss of energy to the rand hence cause threat to the life of nodes
the selection of periodicity of ACTIVE slot in TDMAchedule should be flexible based on
mobility nature of the nodes. It is desirable twdh@ measure to decide the periodicity of
ACTIVE slot. The gproach followed is the transition count as measairgeriodicity decision
For a specific cluster the average transition cefimembers decide the slot frequel

The node which migrates from one cluster to theotuster during steady state pt
need to have a count of number of such transitiomade. The concept is stated earliel
mobility factor based on transition cou

In order to have the average transition count & thuster there should be cert
information with the cluster heeaegarding the individual transition count of thedeanembers
But there is no additional time slot available tamunicate the transition count of the node
the cluster head. So, each node get a data refjaesthe cluster head need to sent bacla
along with transition count information to the dkrshead. Cluster head need to process
transition count information separately. The decisbf including ACTIVE slot in the ne:
TDMA cycle is taken based on the average transitiomnt calculatedor the last few cycles
Transition count beyond the threshold decides t6& IWE slot induction

The method explained is put in steps as given b

1. Cluster head sends data request to the respeciesrn their TDMA time slot. If the TDM,
cycle des not contain ACTIVE slot, then the data reqigesént with the active flag as ze
REQ_Data/active = 0: ¢— {a}: get data

2. Upon receiving the data request from cluster htrecluster member sent its data along
transition count for the lagtw cycles to the cluster he

DATA: {a} — c: sent data and transition count

3. Once all the cluster member data available, thetetuhead calculate the average trans
count for the last few cycles and decide whethés @bove the threshold decided earlier. If
value is above the threshold, then all the clustembers ai intimated about the inclusion
ACTIVE slot in the next TDMA cycle by setting actiflag in the REQ_Dat
REQ_Data/active=1: c— {a}: get data and reschedul
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4. Upon receiving the data request with active flag g8 cluster members need to resche

the TDMA time slot accordingly to include the ACTEMrame

2.4.5.3. Steady State phase in LEACI-ME [38]:

The steady state phase of LEA-ME protocol is the same with LECH-M protocol
where, the nomluster head nodes instead of sending the dateetoltister head in their allot
time slot in the TDMA schedule wait for a requeREQ_Data) from the cluster head to s
data.

In the vicinity of mobility it may happen tt the REQ_Data sent to a particular node
the cluster head is not received by the node, sineemoved to a new location which is not
the radio range of its current cluster hi

After sending the REQ_Data, if no response is aethifrom the nodbefore the time slot
allotted for that node, the node will be markedrexbile-suspect. If the same thing repeats for
next time slot allotted for the same node, thenstigpect node is declared as mobile and the
slot for that node is deleted frcthe TDMA schedule.

On the other hand, if the node doesn’t receiveRIEB{) Data from the cluster head wt
it is awake, it marks itself as suspect of -memter of cluster. During the neframe slot
allotted to this node, if the same thing repedisnit takes the decision that it is not a membe
the cluster.

Once a node becomes a -member in any of the cluster, it looks for a clustejoin by
sending a broadcast JOIN_REQ. The cluster headnigettue JOIN_REQ allots a time slot in
TDMA schedile and broadcasts it to all the member nodes dimojuthe new member. Upc
receiving the new TDMA schedule the mobile node h@ewomes part of the cluster and uses

new cluster schedule. The sequences of messagsisaava in Figure 22:
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[Clus1er Hea1] l Mobile nod¢ l l New CF l

[ REQ_Data
>
Data — |
Except data. REQ_Data —
Frame timed out.
Marked as mobil
— REQ_Data
B—

Except data.
Again, Frame timed ol
Slot removed fron
TDMA

Looking for new

[
CH JOIN_REC

>

New TDMA
Member of new |« schedule

cluste

Figure 2.12:Message exchange process of at allocated TDMA siotdfor each nod

2.4.6.Fault Tolerant Routing Protocol( FTCP —MWSN):

The FTCPMWSN protocol works into the following phas
2.4.6.1. Cluster Formation and Cluster Head Selectior[39]:

Base station (BS) forms clusters based on the gpbgral locations of sensors a
selects cluster heads (CHs) based on the residead)ye and position of the sensors. Since
nodes have the same iaitenergy CH is selected based on a random nurbbaréen O and 1
and CH probability, which is similar to the methaskd in the LEACH protocol [32]. Once C!
are selected they broadcast their positions andAD®dex is assigned to a cluster if theH of
that cluster is at the minimum distance vx. The nodex then sends a registration message tc
CH with its ID and current location. CHs send adnshformation to BS for centraliz control
and operations. Each CH that is selected at thaing of a round is static until a new CH

selected in the next round based on the mobilitjofaof nodes. After a number of rounds a r
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cluster formation and CH selection phase is imtlatto balance the network enel
consumptions. Once the networkeration starts and nodes move at a fixed (low)aorslpeach
node keeps track of the number of movements irsmdkoutside of its current cluster basec

which node’s mobility is calculated at each rot

2.4.6.2. Steady Phase [39]:

In the steady phase, CHSs ign timeslots to the member nodes using TDMA sche
Member nodes of a cluster transmit data, receikmaeledgements from the CH, and co
their movements inside and outside of the clustethair allocated timeslot. Thus, no ex
timeslot is requiredo calculate nodes mobility. All nodes are homagers in terms of mobilit
and so, while a node moves out of a cluster tregehigh probability of another node enter
into that cluster. However, if a node moves intmew cluster and sends J--REQUEST
message to CH, the CH does not allocate the naideeslot until any timeslot becomes free
moving a node out of this cluster. CH subscribegdoh nodex for some events of intere:
Whenever the node sense the subscribed events at its aled timeslot, the nodx sends data
packet to CH. In case of no such sensed eventerfest, the nodx sends a small sized spec
packet to notify CH that it is still alive or withithe communication range of CH (i.e., it has
moved). After receivig the data or special packet CH repliex with an ACK packet. If a Ct
does not receive any data or special packet x at its allocated timeslot the CH assumes
the nodex either has moved out of the cluster or failed. Tk#h deletes the nodx from its
members list and also the timeslot allocatex. CH also notifies BS the ID «. On the other
hand, whenevex does not receive any ACK packet from Cx assumes that it is no long
attached to its CH due to mobility. Thx broadcasts a JOINEQUEST packet and the CHs ti
are within the communication rangex and also have free timeslot replx with an ACK-JOIN
packet. Therx registers to the cluster of the CH from whix receives the AC-JOIN packet
with the highest signal strength (, the CH which is at the shortest distance). Tew ©€H ofx
then allocates a timeslot farand notifies BS. If the ID of this new cluster mesnx does not

match with the ID of the sensor node which was rtgjoloto BS either as moved or died at
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previous frame, BS identifies the nox as failed because if it is not dead it obviouslyds
JOIN-REQUEST and later, BS knows the ID of this nodguFe 2.13 illustrates the workir
principle of different phases of FT-MWSN protocol.

Set-up Steaty- state New setup Round 1
phase
Cluster Slot for node i  |Slot for node k Slot for node Cluster Timeslot for a node

Formation Formation
andCH UKL W 1ttt WL and CH
Selectior Selectior -~
—p
Frame \

> — New mobility factor measure at the
Round1 Round j last round of steady phas

A

Figure 2.13: Different Phases of FTCFMWSN protocol

2.4.6.3. Nodes Mobility Determination [39]:

The node with the lowest mobility factor in a clkrsts selected as a CH if its resid
energy is above a threshold value. ‘mobility factor is determined as the probabilityaohode
to move into a different cluster during the stegayiod and is calculated as the ratio of
number of times a node enters different clustetheéonumber of times a node changes posit
within a cluster. Hence, the least number of times @erenters other clusters it will have
least mobility factor.

Each node keeps track of the current time of tiggnméng of its allocated timeslot in tw
consecutive frames. Let the current time atbeginning of a timeslot itl. Since the node can
move, it estimates the distance d it has traveltetie beginning of time slt2 in the next frame
as

d =t2 —t1 xvelocity (2.3)
If d > 0 and the node does not receive any ACK fritenCH then it broadcasts a JC-
REQUEST message that represents nodes mobilityairdifferent cluster. Otherwise, the nc

counts its movement as within its own cluster. Teaoh node x measures its mobility

CountMoveOutOfCluster x
CountMovelnsideCluster x

mobility, = (2.4)
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2.4.6.4. FTCP-MWSN Algorithms:

Initial State (Cluster formation, Initial CH selection)

BS broadcastlD, Position, Initial Energy andCH probability of each node to the netw
BS assign£lusterArea, NoOfClusters andClusterID
for i «— 1 toNoOfNodes do //Assign node to a cluste
for eachcluster j do
if Position[Node[i]]@Cl uster Area[ClusterIDJ[j]] then

Nod€[i] < ClusterID[j]
end if
end for
end for
for eachnodej in acluster i do //initial CH selection
CHProbNodg[i][j] « random(0,1)
if CHProbNod€[i][j] <= CH Probability then
CH[i] < Node[j]
CH[i]subscribes events Nodeg[j] of Cluster| i]
end if
end for
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Steady State (TDMA, Mobility Calculation, new CH selection, Data/Special packe
sending

for eachframefin eachround r do
for eachnodej of aCluster k — t (a time slot)do

if (nodgfK][j] has an sensed evettign
node[K][j] sends data to CH
CalculatesDataEnergyConsumption[K][j]
CalculateReceiveEnergy of CH[K]
CH sends ACK to node[K][j]

else//send special packet for mobility & fault tolera
node[K][j] sends aypecial packet to CH
CalculateSpecial EnergyConsumption[K][j]
CalculateReceiveEnergy of CH[K]
CH sends ACK to node[K][j]

end if

if nodg[K][j]] moves insideCluster k then
++CountMovel nsideCluster[ node[K][j]]

end if

if CH not receive data/special frcnode[K][]] then
deletenodg[K][j] & timeslot of nodeK][|]
notify BS abounodgK][j] sending MOVED-NODE

else ifnodeK][j] not receive ACK from CHhen
Broadcast JOI-REQUEST
CH within shortest communication range replies
ACK-JOIN & notify BS the ID ofode[K][j] using
NEW-NODE

end if

if BS receives NE\-NODE & MOVED-NODE for
node[K][j] in two consecutive frameaken
marknode[K][j] as a moved-node
++CountMoveOutsideCluster [node[K][ 1]

else ifCH receives NE\-NODE or MOVED-NODE
marknode[K][j] as failed//fault tolerance

end if

end for /feach node
CH[Klaggregates Data and Sends tc
CHEnergyConsumption[k] for aggregating, sending to BS
end frame
CH[K] selects new CH with least mobility calculate:

CountOutsideO fCluster [node[k][j]]
CountMovelnsideCluster [node[k][j]]

mobility [node[k][j]] =

CalculateCHEnergyConsumption[K] for new CH Selection
Calculate number of frames for the next rour
PreNoFrames

NoOfFrames = ¥ CurentNetEnergy
PreNetEnergy

end for //round
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2.5. Conclusion:

Routing protocols in MWSNSs are still an area ofegesh which must adjust to topolo
changes and should determine the path with minirauenheads. In this chapter we presente
detail the major routing protocols for both WSN&l dnWSNSs. It is worth errhasizing that it is
important and strongly recommended to work on ketthnologies in order to enhance
efficiency of the mobile networl

In the next chapter, and depending on existingogm$s such as M-LEACH-1R or
LEACH-M, we will propose a studas well as a newly designed protocol to overconee

discussed limitations.
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3.1Background:

There are no doubts that mobility is an interestamga in MWSN field. So,
enhancement of the network performance by routmogopol lead to present attractive &
compelling protocols withbott MWSNs andWSNs features and gets the advantag
protocol cost savings enabled by merging the twhbrielogies

In this chapter, we highlight the m-heuristic algorithm (Firefly Algorithm) whic
nowadays being widely tested on MWSN and foundaweehremarkable adaptively, reliabili
and robustness in MWSNs. Then, we present our gezpprotocol F-LEACH.

3.2. Firefly overview[40,41]:

The flashing light of fireflies is an amazing sightthe summer sky in the tropical a
temperate regions. There are about two thousaatlyfispecies, and most fireflies prodt
short and rhythmic flashes. The pattern of flashas beeroften unique to a particul
species. The flashing light is produced by a precet bioluminescence, and the ti
functions of such signaling systems are still bedepated. However, two fundamer
functions of such flashes are to attract matingtngas (communication), and to attre
potential prey. In addition, flashing may also seas a protective warning mechanisn

remind potential predators of the bitter tasteirefflies.

3.2.1. Firefly Algorithm (FA):

Firefly Algorithm (FA) was developed by X-SheYang at Cambridge University

2007; use the following three idealized ru

» All fireflies are unisex so that one firefly willebattracted to other fireflies regardles:
their sex;

» Attractiveness is proportional to their brightnetfsjs for any two flashing fireflies, tf
less brighter one will move towards the brightee.ohhe attractiveness is proportiona
the brightness and they both decrease as theamdestincreases. there is no brighter or
than a particular firefly, it will move random

» The brightness of a firefly are affected or deterdi by the landscape of the object
function.

For a maximization problem, the brightness can bjirbp proportional to the val of
theobjective function. Other forms of brightness cardefined in a similar way to the fitn

function in genetic algorithm:
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Based on these three rules, the basic steps difeéflg algorithm (FA) can be summarized

the pseudo code shown in Figure

Objective function f(x),x = (x1,..,x4)7
Generate initial population of fireflies, x(i=12.,n
Light intensity I;at x; is determined by f(x;)
Define light absorption coef ficient y
while(t < MaxGeneration)
fori = l:nalln fireflies
forj = 1:nalln fireflies
if I; <Ij),Move firefly i towards j; end if
Vary attractiveness with distance r via exp[— yr]
Evaluate new solutions and update light intensity.
end forj
end fori
Rank the fireflies and find the current global best g,
end while

Postprocess results and visualization

Figure 3.1: Fire Fly Algorithm.

3.2.2.Light intensity and attractivenes{41]:

In the firefly algorithm, there are two importassues: the variation of light intens
and formulation of the attractiveness. For simplicitgan always assume that
attractiveness of a firefly is determined by itggbtness which in turn is associated with
encoded objective function.

In the simplest case for maximum optimization peots, the brightnesl of a firefly
at a particular locatior can be chosen i(x) « f(x).However, the attractivenep is relative,
it should be seen in the eyes of the beholderaggd by the other fireflies. Thus, it will va
with the distancer;; between fireflyi and fireflyj. In addition, light intensity decreases v
the distance from its source, and light is alsadied in the media, so we should allow

attractiveness to vary with the degree of absom

In the simplest form, the li¢t intensity I(r) varies according to the inverseaep lav
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1r) =" (3.1)

Where: I(s) is the intensity of the source. For a given mediwith a fixed light

absorption coefficient, the light intensityl varies with thedistance r. That i
I=Ipe™" (3.2)

Where I, is the original light intensity. In order to avdide singularity ar = 0 in the
expression’i—i), the combined effect of both the inverse squave dad absorption can |
approximated as the following Gaussian fc

Ir) = Ipe’™ (3.3

As a firefly's attractiveness is proportional tce thght intensity seen by adjace

fireflies, we can now define the attractivenp of a firefly by:
B=Boe™ (34
Wherep, is the attractiveness at r = 0. As it is oftendasd calculatel/(1 +72) than

an exponential function, the above function, if essary, can conveniently be approxime

as:

g =L (3.5)

1+yr2

Both g = B, eV’ and g = Bo_ define a characteristic distanl' = 1A/y over

1+yr2

which the attractiveness changes significantly fB, to B, e 1for equatiorf = g, eV or

Bo
1+yr2

Bo /2 for equation =

The distance between any two fireflii andj at x; andgx; , respectively, is th

Cartesian distance

2
ry = =l = (S G- 50 36)
Wherex;  is the K component of the spatial coordinix; of i firefly. In 2-D case,

we have:

Tij =\/(J’i - ) "+ (- x}) : (3.7)

The movement of a firefli is attracted to another more attractive (brighfiegfly j is
determined by:
x;=x; +Boe V"% (x;-x;) +a (rand - 1/2) (3.8)
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Where: the second term is due to the attractioe. thivd term is randomization wa being

the randomization parameter, &(rand - 1/2)is a vector of random numbers drawn froi

Gaussian distribution or uniform distributicrand is a random number generator uniforr
distributed in [0; 1].

3.3. Our proposed protocol FF-LEACH:

The main idea of our proposed protocol i divided the sensor network into clust
and determinate the cluster heads using th«LEACH-1R clustering methodolog

Once the clusters are determined and the clusteishare elected, The steady s
phase start where HEEACH confirm whether a mola sensor node is able to communic
with a specific cluster head, as it transmits asags which requests for data transmis
back to mobile sensor node from the cluster hedadinvia time slot allocated in TDM.
schedule of a wireless sensor cluslf the mobile sensor node does not receive the
transmission from the cluster head within an aliedatime slot according to TDM
procedure from one frame, it sends -request message at next TDMA time slot alloce
Then it decides the cluster which it will belong to by receiving cluster ji-ack messages
back from specific cluster heads. Then, i-cluster communication starts when the diste
between the CH and the BS is large; the CH usesnrgidiate CH(s) to communicate to
BS, so theCH choose relay CH (s) in consideration of thegideal energy as well as t
shortest distance. Hence, the firefly algorithrapplied

There are two phases in our proposed prot
1. Setup phase,
2. Steady state phase.

1. Setup phasecConsist of 2 phas
» Cluster formation phase

In our proposed protocol the clusters are formguedding on Leach topology for tl
first round. Each node chooses a random numbetvizbr 0 and 1, if P < threshold the nc
Is a cluster head. After the election of clusteadi each CH sends an announcemen
cluster head status. Ordinary nodes reply to thstet heads with a jc-request message. T

next round of reslustering is performed after a certain periodhvtiite following condition:
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if the AVG(Cluser_head_reachability) > Threshold1 then
if Reclustering_period < Threshold2 then
Reclustering period = Reclustering_period * 2
end if
end if

Figure 3.2: The re-clustering conditions in HEEACH.

Where:

¢ Cluser_head_reachability = Loyal members (3.9)

Last clustering members

* Reclustering _period == 1, for the first round.

All nodes, Count=

Each node; picks a random numbetand checks its
battery leveb; , Count=Period=

P

YES %=T"p NO

b; > threshold

A

n;is not a cluster he.

y

A

y

n;is a cluster he¢

Count=Count-1

l FF-LEACH Steadx state I

Figure 3.3: The first round in FF-LEACH.
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NO

Count = 0?

YES AVG(CH_reach) > T1 NO

\ 4

\ 4

Reclustering

Period= Period * Reclustering

Each cluster head CH checks its battery |b;

b; > threshold

CH selects the member node of
strongest received signal as the r

v \ 4

CH remain
a cluster hee

Count=Count-1

FF-LEACH Steady state phase

Figure 3.4: The next round in FF-LEACH.
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» Multi-hop phase: An inter-cluster communication starts when the distance d&&twthe
CH and the BS is large; the CH uses intermediatésiCtd communicate to the BS, and
CH choose relay CH (s) in consideration to the redigun@&rgy and the shortest distai

based on the firefly algorithm. The brightness bgctive function) is set as follov

1
BS—RSSI)

e (lusterhead light = max (a * residual energy + (1 — a) * (

In this casethe brightness can simply be proportional to vhkie of thi objective
function. Also br simplicity the attractiveness of a firefly istdamined by its brightnes
which in turn is associated with the encoded objedunction

Where
* RSSI: Received Signal Strength Indica

2. Steady state phaseCH transmits a message which requests for data traegmiback tc
mobile sensor node from the cluster head withime slot allocated in TDMA schedule o
wireless sensor cluster. If the mobile sensor rwks not receive data from the cluster
within an allocated time slot according to TDMA procedfrom one frame, it sends j-
request message at next TDMA time slot allocaté@nTit decides the cluster to which it v
belong to by receiving cluster j-ack messages back from specific cluseads.
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[ Cluster Hea ] [ Mobile node ] [ New CF ]

[ REQ_Data
>
Data — |
—
REQ Data
Except data Q- —
Frame timed out.
Slot removed from
TDMA —
Looking for new JOIN_REQ —
CH

New TDMA
4~ gschedule

Member of new
cluste

Figure 3.5: The Steady state phase in EEACH.

3.4. Conclusion:
Firefly algorithm is a nature inspired optimizatidechnique thathas remarkable

adaptively, reliability and robustness in MWS,

Our proposed protoc is based on MH-LEACH-1Rprotocol with some enhanceme
using the Firefly algorithmin orde to maintainthe connectivity of the network and redt
the energy consumption.

To find which factorsaare most importar the network performance nes to be tested
through a simulatorln the next chapteithe three protocols (MHEACH-1R, LEACH-M,
and FF-LEACH) aremplementecand tested using MATLAEBNvironmen
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4.1. Background:

Researcher andevelopersusually select simulation applications order to implement
their proposed protocalDue to many reasons, such simulation prcs acceptable level in
terms of measuremenin fact it gives aconvenient way to predict performance, ein the
presence ofietwork hardwai.

In the literature, we four many simulation environments and network simulatioas are
available for network performance measurement. un study, w: selecte the MATLAB
environment because it very simple and has easy wagreate GUIs (Graphical User Interfa

In this chapterfirst, we show thereasons to use simulatiamth the indication to th
major advantages and drawbs of simulation. Second, waesent the MATLAB environmel
as well as the developéuterface that we used for this simulal. Third, we present the differe
simulation scenarios and their corresponding resuit the end, we present the analyses
comparison of the simulatedotocols in order to extract the best protocol imie of eactused

metric.

4.2. Why Simulation?
* Realsystem is complex/costly or danger (e.g: space simulations, flig
simulations)[42].
* Quickly evaluate design alternatives (e.g. diffésrstem configlations[43].
» Evaluate complex functions for which closed formnfialasor numerical techniques a
not available.

» Advantages
Sometimes cheaper.

Find bugs (in design) in advan

Generality: over analytic/numerical techniq

Detail: can simulate system details at arbitrangl:
» Drawbacks:
» Caution: does model reflereality?

» Large scale systems: lots of resources to sim(ésigecially accurate simulatic
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* May be slow (computationally expensi— 1 min real time could be hours of simula
time)
» Statistical uncertainty in resul

4.3.MATLAB environment:

MATLAB is a highdevel technical computing language and interacéimgironment fo
algorithm development, data visualization, datalyai® and numeric computation. Using
MATLAB product, we can solve technical computingolplems faster than with tradition
progamming languages, such as C, C++, and FORTF44].

We can use MATLAB in a wide range of applicatioms¢luding signal and imac
processing, communications, control design, test ameasurement, financial modeling ¢
analysis, and computational biolo Add-on toolboxes (collections of spe-purpose MATLAB
functions, available separately) extend the MATLABvironment to solve particular classes
problems in these application are

MATLAB provides a number of features for documegtiand sharingwork. We can
integrate MATLAB code with other languages and aggpions 44].

MATLAB Features include:

* High-level language for technical computi

* Development environment for managing code, files, @ate

* Interactive tools for iterative exploraticdesign, and problem solvir

» Mathematical functions for linear algebra, statsstiFourier analysis, filtering, optimizatic
and numerical integratic

» 2-D and 3b graphics functions for visualizing de

» Tools for building custom graphical user intees,

* Functions for integrating MATLAB based algorithmsithw external applications ar
languages, such as C, C++, FORTRAN, Java™, COMMiasoft® Excel®

MATLAB is widely used as a computational tool iniesece and engineerir
encompassing the fields physics, chemistry, math and all engineering steedtnis used in

range of applications includir

» Signal processing and Communicati
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* Image and video Processi
* Control systems.
* Test and measurement.

» Computational finance.

¢ Computational biology.

4.4, System model:
4.4.1 Network model:

1- Nodes in the network are mobile and the Base staistationan

2- Nodes are dispersed in -dimensional space and cannot be recharged aftéyepnt

3- Nodes have similar processing and communicatioatifipes ancequal initial energ

4- Nodesare homogeneous deployment in the sensor field, random distribution in th

network.

4.4.2.Energy dissipation model:

The radio hardware dissipation model is a simptkoranodel. In this model, when tl
distance of a nodieansmitting data to other nodes or the base staigreater than the threshu
(Tn) , the multipath &,,,,) fading channel model is used. When the distaretevden a nod
transmitting data to other nodes or the base statidess than threshold tifree space &)
channel model is used (power loss). Thus, to trénanh-bit message at distance d, the re
transmission energy is given k

e L+Egec +Lxggs+xd*, d<dg
™= L*Egec +Lxgyy+dt,  d=d,

» E,... represents the energy consumption in the for sgnatimeceiving one bi
> &+ d*ande,,, * d* is the amplifier energy that depends on the trattisnamplifier model
» E,, is data aggregation ener

The energy consumption mdceiving L-bit data is:
ERX (L) =L~ Eelec (42)
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ETX(L' d) ERX (L)

L Bit
packet

Transmit TX L Bit
Electroni Amplifier packet

L+ Egec L*Smp*dn

Figure 4.1: Energy dissipation model.

4.4 3Hardware characteristics for MATLAB environment:

In our simulation, we use the same machine charsiits in all experimentations .

shown in the table below.

Table 4.1:Hardware characteristics.

Hardware Characteristics
Processor Intel(R) Core(TM) i32348M CPU @ 2.30GHz, 23 MHz.
Memory (RAM) 4.00Go.
Operation system Microsoft Windows7 Professional 64b

4.5. Description of “WSN Simulation” interface:

In our simulation, we used MATLAB environment toplament and simulate the routi

protocols, which is initially created Omari[34].
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Start Simulation

[T Shaw Layers

B WsNSimulation - — - o
% &
— Simulation Parameters — Simulation Zon
Zone Height 100 (m) Legend
Zone Width 100 (m)
Base Station Position 0 50 éz::l:z:nlor
Number of Nodes 200 (nodes)
| Cluster Head Percentage (P) 01 (<1} % ELU:;ESF:HZ? senser
Initial Energy (EQ) 01 (8]
Eefac 50 (nJ/bit)
= 10 (pJibit/m2)
Emp 0.0013 (pJibit/m2)
Eda 5 (pJ/bit/sig)
do 10 (m)
Packet Size 500 (bytes) Results
Packets per Round 3 {P/round) EEL ALt Hou &
Hierarchical Layers 10 {Layers) Residual Energy - 17.9244
Coverage Radius 50 (m) Live Nodes - 200
Max Velocity 10 (m/s) Sent Data (sensor-CHs) - 2376000
N mobie nodes 10 nodes) O 10 20 30 40 80 60 70 80 s qoe| | SeniDmal(CHsBS): 24000
Eliiatenng Metbod Lgﬂ’i_g_____:‘ "] Show SensorID || Show Battery Level  [/] Show Clusters Resume Simulation ” Stop Simulation

Figure 4.2: The interface of WSNSimulation.

WSNSimulation is composed of two principal pai

1- Simulation parameters

Before starting a simulation in the WSNSimulatiomeirface, we need to fill tF
simulation parameters that are required to simwdatsh protocol. In general, we need to spe
the simulation eea and the location of the base station, whichimportant parameters in a
simulation. Then, we introduce the number of deptbgensors, the different consumed enel

(Eelct, Efs, Emp, Eda}jhe packet size, and the mobility paramaters (Max vety, Number of

mobile nodes.)Finally, we press the Start button in order tmlzh the simulation
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— Simulation Parameters

Zone Height 100 (m)
Zone Width 100 (m)
Base Station Position 50 50
Number of Modes 200 {nodes)
Cluster Head Percentage (P) 01 (=1}
Initial Energy (E0) 01 )]
Brae 50 {nJ/bit)
Efs 10 (pJ/bit/m2)
Emp 0.0013 (pJ/bit/m2)
Eda 5 (pJ/bit/sig)
do 10 (m)
Packet Size 500 (bytes)
Packets per Round 3 (Piround)
Hierarchical Layers 10 (Layers)
Coverage Radius 50 (m)
Max Velocity 10 (m/s)
N® mobile nodes 10 (nodes)
Clustering Method

Start Simulation

Figure 4.3: The Simulation parameters.

2- Simulation zone:

After pressing the “Start Simulation” button, thecend part of our simulator is sho
which consists of the “simulation zone”. This zagsdivided into four section
» The first section is the important section whiclpresents the simulation area wthe

deployed sensors and the base st¢

— Simulation Zon

Y s—— 8 ;EH:O‘“OOJ C
I J@ e e \\ T ff o L1
& o O @
80@ " \\\Cﬁ o .\l;—@\ OO]Lo\@ o, Jl.s‘
Q) Og (oY < O\OO !’\\ 5 ce
7o} s° o A = N S O e
o o O TN S\ O
g0 ‘%30 o\ﬁa]f/rétoo e © \g\-\\. ° ol
| & C?Q ? / o o e ® 5, /
sof @ ’Oj/o//_O\'ll FANNS| e e \e’
40!9’// /e jfo //q \677—_00 -;5‘5
jlo_\\é/ \Qo/ \O.Oo OOOC\D\
H 4
e © Y /e o e o)
ol "% & /Q%fb s | g,8° T Y
@ P TRE oo T/ -
/s e | < e
0le ofl [/ o °) @ |1/ / o
ol s L 0% mer o8 e
e B lBo~ @ T . . )
0 10 20 30 40 50 60 70 80 90 100

Figure 4.4: The area of simulation.
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» The second section is the “Legend” which definesdifferent shapes that are shown on
area of simulation: The base station as a yelleangie, CHs as a recircle, regular sensor

as a blue circle and dead sensors as a circleicomgadwo intersecting line

Legend

AElase Station
(::)Regular Sensor
-Cluster Head Sensor
(E)Dead Sensor

Figure 4.5: The legend of the WSNSimulation environn

» The third section is the “Results Box” which preasethe current results of trongoing
simulations with step by step update (each rouh@&)number of rounds, the residual ene
the number of alive nodes, data sent to CHs, atitidethe data sent to BS, as we show ir

Figure 4.6

— Results
FF-LEACH Round : 6

Residual Energy - 17.9244

Live Modes : 200
Sent Data (sensor-CHs) - 2376000
Sent Data (CHs-BS) : 24000

Figure 4.6: The results of simulation
» As shown in Figure Z, the fourth and the last section is a set ofckbexes “Show
parameters” which are located under the simulaticea: show SensorID, show Batt

Level...

[C] Show Sensor ID [ Show Battery Level Show Clusters
[7] Show Layers [7] Show Multi-hop Paths

Figure 4.7: The Show parameters.
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4.6.

Simulation of the routing protocols:

In this section, we will evaluate the performan€each of the following protocolMH-
LEACH-1R, LEACH-M, and our proposed protocol -LEACH.
Our simulation is divided into 3 parts: First, wake a scenario which shows the

problem of mobility. Thenthe two other scenaricinvestigatethe performance of the thr

protocols with different paramete!

In our simulation, we take the average of threeeexpentations due to the randc

factors that are used such as max velocity, theéarmndistributior random direction ..

Table 4.2: Simulation parameters

Parameters 1% scenario 2" scenario 3% scenario
Protocols MH-LEACH-1R LEACH-M, FF- LEACH-M, FF-LEACH,
Static, MF-LEACH- LEACH, MH- MH-LEACH-1R Mobile
1R Mobile LEACH-1R Mobile
Number of 20C 200 20C 200
nodes
Location of BS (50, 50 (50, 50) (50, 50 (50, 50)
Simulation 100mX100n 100mX100m 100mX100n | 100mX100m
area
Node Randon Random Randon Random
deployment
Packet size 500 Byte: 500 Bytes 500 Byte: 500 Bytes
Initial energy 0.1. 0.1J 0.1. 0.1
Eelec 50nJ/bi 50nJ/bit 50nJ/bi 50nJ/bit
s 10pJ/bit/m 10pJ/bit/m? 10pJ/bit/m | 10pJ/bit/m?2
Eda 5pJ/bit/si¢ 5pJ/bit/sig 5pJ/bit/si 5pJ/bit/sig
P 0.1 0.1 0.1 0.1
Coverage 50 50 50 50
radius
Max velocity 20m/s 20m/s 10,30,50 m/ 20 m/s
Nb of mobile 10C 100 10C 50,100,150
nodes
Mobility Random Waypoit Random Waypoint Random Random
Model Waypoin Waypoint
a 0.€ 0.6 0.€ 0.6
Threshold1 0.€ 0.6 0.€ 0.6
Threshold2 32 32 32 32
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4.6.1. The 1™ scenario:
4.6.1.1. Number of rounds:

160 -

120 ~

80 A

40 A

Number of rounds

MH-LEACH-1R Static MH-LEACH-1R Mobile

protocols
Figure 4.8: Comparison of the lifetime (MH-LEACH-1R protocol inthe two states.

Figure 4.8resents the number of roundsMH-LEACH-1R protocol ineach state (static
and mobile)after the last cluster head dies \ radius of 50mWe observed theMH-LEACH-
1R in the static state haggher number of rounds as compared tomobile on. This is due to
the stabilityof sensors in the clusters which give more chaaaedgular sensors to become (
because in this protocol if all CHs are dead thesns that the life time of network is expir
even if there areegular sensoistill alive (isolated).

As a result, this metric es na reflect the reality because in the static , the protocol

receives and sends more data which I¢o consume more energy.
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4.6.1.2. Data delivery to BS

5000000

4000000

3000000

2000000

1000000

Data recieved by BS (bits)

0 T 1
MH-LEACH-1R Static MH-LEACH-1R Mobile
protocols

Figure 4.9Comparison of the data received by BS for the tasee

Figure 4.9presents the amount of data received to the baserswhile the CHs still
alive for the two stated'he simulations show thin the two cases CHseliver almost the san
amount of datdo the base statichecause usually they use tt&me numbers cclusters, so the

same data delivery was recorcin the two states.

4.6.1.3Data delivery to CHs:

20000000

15000000

10000000

50000000

Data recieved by CHs (bits)

MH-LEACH-1R Static MH-LEACH-1R Mobile
protocols
Figure 4.10: Comparison of the data receivedCHsfor the two case
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Figure 4.10presents the amount of data received tcCHsuntil the last CH diefor the
two states. The resulshow thalMH-LEACH-1R-Static protocol hamore data delivery tCHs
(twice), because of the best clustering which maintagnsdime clusters until the CH runs ou
energy. Unlike MH-LEACH1R-Mobile protocol which loses its members to the mobility
that makes them isolated.

So, the mobilityaffects the MH-LEACH-1R protocoin terms of data delivery to CH

especially if the coverage radius becomes si

4.6.1.4Lost packets:

50000

40000

1

1

30000

20000

1

lost packets

10000

1

MH-LEACH-1R Static MH-LEACH-1R Mobile
protocols

Figure 4.11:Comparison of No. clost packet$or the two case

Figure4.11 presents the number of lost packets untilasieCH dies for the twstates of
protocol, static and mobile. Results show thatritmaber of lost packets for the MLEACH-1R
Mobile is higher, while it is very low for M-LEACH-1R Static, because of the mobility and
coverage radius parameters, which results in twesdirstly, the regular sensor node can m
and go out of the cluster which becomes isolatedo&dly, the CHs also can move and lose:
majority of its members and make them isola



CHAPTER IV: Simulation, Results, and Analysis m

4.6.1.5. Control packets:

800 -~

750 -~

700 -

650 -

Control Packets

600 -

550 . .
MH-LEACH-1R Static MH-LEACH-1R Mobile
protocols

Figure 4.12: Comparison of No. ccontrol packet$or the two case

Figure 4.12resents the number of control packets until tse@H desfor the two states
of MH-LEACH-1R protocoal It is clearly seen theafter the application of the mobilitthe MH-
LEACH-1R protocolhas les control packets becausiee CHs lose their members. Unlithe
MH-LEACH-1R Staticprotoco suffers from a consequent overhedde to the connectivity ¢

the network.

4.6.1.6. Live nodes:

120 ~

100 A

80 A

60 -

live Nodes

40 A

20 - Ay

MH-LEACH-1R Static MH-LEACH-1R Mobile
protocols

Figure 4.13:Comparison of No. calive nodedor the two case
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Figure 4.13 presentthe number of the nodes that remain alive the last CH dies
through the simulation rounds for tMH-LEACH-1R protocol As we show thaMH-LEACH-
1R Statichas less number of isolated sensors because otameectivity of the networlk
Therefore the majority of sensors he high chance to become CH. The -LEACH-1R Static
loses a member just if the new chosen CH has cgeegaeater than the radius with anot
member. Whereas, the MEEACH-1R Mobile has less connectivity whicproduces a lot

number of isolated sensors.

Conclusion of the ' scenario:

Finally, After showing the results of tl scenario that comparéhe MH-LEACH-1R
protocolin both cases static amobile, we conclude that the mobilit{fects the performance of
this protocolin different terms. So, our objective is to enhatiie protocol in order to adapt wi

the mobility and obtaigood result:

4.6.2. The 2" scenario:
4.6.2.1. Number of rounds:

180 -
160 ~
140 -
120 ~
100 -
80 -
60 -
40 -
20 -

Number of rounds

LEACH-M FF-LEACH MH-LEACH-1R-Mobile
Protocols

Figure 4.14: Comparison of the lifetime of eaginotocol

We observedn Figure 4.14that the FF-LEACH protocdias higher number of rounds
compared tdhe others protocc. This is due the best clustering whidbes not change the C
only after running out of ener for certain period which lead tless control packets and 1

isolated sensor can join new CH just after one &anmlike LEACH-M which makes clusterin
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at each round so consuming more energy. On the btrel, MF-LEACH-1R has more rounds

than LEACHM because this protocol loses itembers so the CHs consume less en

4.6.2.2. Lost packets:

45000
40000
—&—LEACH-M
35000
[)]
‘D 30000
4
g 25000 ——FF-LEACH
9; 20000
8
15000
- MH-
10000 LEACH-1R
5000 Mobile
S MMM
0 10 20 30 40 50 60 70 80 90 100110 120 130 140 150160 170
Number of rounds

Figure 4.15:Comparison of No. of lost packets versus No. ohds

Figure4.15 presents the amount of lost packets versusutmer of rounds for the thr
protocols. We observed that the-LEACH protocol has less number of lost packets w
compared to the two other protocols. This is duthéobest clustering which maint the same
members when the sensors moved within the rangbeosame cluster, the protocol loses
one packet when the sensor moved out of clusteitaridcation is near to other CHs, also
strategy of multkhop make this protocol moiefficient. However, it is clearly seen that M
LEACH-1R Mobile has more lost packets than LEA-M because MI-LEACH-1R Mobile

does not send any new join Req to other CHs is#resor moved out of clust
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4.6.2.3. Control packets:

80000
70000
,, 60000 —4—LEACH-M
(O]
< 50000
g
5 40000 —B—FF-LEACH
S 30000
O
20000 - M-
10000 LEACH-1R
Mobile
O_'_|__I__|__|__I__|__I__I__I__I__I__l__l__l__l__|_l_|
0 10 20 30 40 50 60 70 80 90 100110120130140150160170
Number of rounds

Figure 4.16: Comparison of No. ccontrol packets versus No. of rour

Figure4.16 presents the number of control packets agt#ieshumber of rounds for ti
three protocols. The simulations show that LE/AM has a large amount of control pack
because of the clustering in each 1d and the isolated sensors which send join Req aéeh
two consequent frame. HEEACH protocol stands between the two other prdgctMH-
LEACH-1RMobile and LEACHM which maintain the same members in each clusiera

certain period and send join Rd the sensor is isolated.

4.6.2.4. Data delivery to CHs:

16000000
14000000

[%2]

T 12000000

O ——LEACH-M

£ 10000000

>

g 80000000 /// —@—FF-LEACH

)

T 60000000 ot

g wE

S 40000000 ” MH-

’// LEACH-1R
Mobile

20000000 /
4

0 T T T T T T T T T T T T T T T T T 1

0 10 20 30 40 50 60 70 80 90 100110120130140150160170
Number of rounds

Figure 4.17:Comparison of the data received by CHs versus Namumds
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Figure4.17 presents the amount of data delivery to CHisugethe number of rounds 1
the three protocolsAs we show thécF-LEACH protocolhas more data delivery to C. This is
due to the period which maintis the same CH which meatie same members, and the isol:
sensor can join the cluster just after one framtaut receiving Req to send data.-LEACH-

1R Mobile hadess data because the clustises its members.

4.6.2.5. Data delivery to BS

14000000
12000000
2
&, 10000000 —¢—LEACH-M
m
3 8000000
> —B—FF-LEACH
()
3 6000000
o
q') - -
< 4000000 MH-LEACH
= 1R Moile
al
2000000
O m 1
0 10 20 30 40 50 60 70 80 90 100110120130140150160170
Number of rounds

Figure 4.18: Comparison of the data received by BS versus Noowfds

Figure4.18 presents the amount of data delivery to CHisugethe number of rounds 1
the three protocols. Resusbiow that LEACI-M has more data delivery to BS because of
clustering in each round. So, the isolated sensave chance to be CHs and due to the mol
the nodesbecome very near to BS. Unlike ttFF-LEACH and MF-LEACH-1R-Mobile
protocolswhich maintains the same memtk especially when the sensors moved in the <
clusterand aggregate the de

So, the delivery of more data to the sink doesnmedn that this protocol is bettThat is
why, the FFLEACH protocolis better than LEACH-M and MH-LEACHR-Mobile protocols.
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4.6.2.6. Residual energy:

25
20 -
5
~ —&—LEACH-M
>
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()
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1R-Mobile
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Number of rounds

Figure 4.19:Comparison of the residual energy versus No. afids

Figure 4.19%resents the residual energy versus number of sofordhe three protocol
All protocols showed a gradual decrease of enebgy,FFLEACH protocol has a regular
decrease with the number of rounds until round B&@ause it maintains the same memkn
each cluster for a certain period and a new CHeiscted only if the current one ran out
energy, unlike the LEACHM protocol which usually changes the clusters. Thange leads 1
more control packets, so more energy is consumid. MH-LEACH-1R-Mobile protocol has

half the initial energy after the 146 round becahsenetwork he no CHs, st the life time of the
network is expired.
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4.6.2.7. Live Nodes:
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Figure 4.20: Comparison of thalive nodes versus No. of roun

Figure 4.20presents the number of nodes that remain alive theesimulation round fc
the three protocols. We observed that after tls 10 rounds the number of live nodes for -
LEACH-1R-Mobile protocol decreases because it has not cllatingeCH only after runs out
of energy. Due the mechanism of selection of CHktae amount of data delivery to CH-F-
LEACH protocol shows aearly decrease after 20 rounds as compared to LE-M protocol.
As illustrated in this figure, the nodes died rdy for LEACH-M protoco after the round 80

because of the equehance for all nodes to become C

4.6.2.8. First dead node:
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Figure 4.21 The first dead node though the simulation ro..
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Figure 4.21presents the first dead node dies through the aiioal rounds for ththree
protocols. Resultshow thatMH-LEACH-1R Mobile is the first protocol losing the first no
because this protocol does not change the CH dtdy rminning out of energy, so the first de
node is the cluster head itself. Howe\FF-LEACH protocol is twicéetter tharMH-LEACH-
1R Mobile due reslustering method@fter certain period. @the other hand, LEAC-M is four-
tiles better than FEEACH relative to this metric becauwof LEACH-M re-clustering in each
round.

All this does not reflect the reey of the performance of protoc, because at the end of
simulation (Figure 4.14), FEEACH and MH-LEACH-1R protocol$ieve more lifetime than
LEACH-M.

Conclusion of the 29 scenaric:

After this simulation, we conclude th
- The number of round s not reflect the reality of the ltfme of the networ if the
application is of real time ty|, because there & protocol that has large Iltime, but it suffers
from roundswithout any informatio, i.e.,all packets loss due to the mobi.
The protocol wih less lost packets is better because the mobieless sensor networl
(MWSNSs) are one of the very important technologgt s used for communications due to tt
characteristics and to their great number oi-time applications. So, we need thformation in

time.
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4.6.3. The 39 scenario:
v' Part one:
4.6.3.1. Number of rounds:
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Figure 4.2z: Comparison of the lifetime of each proto

Figure 4.22presents the number of rounds of each pro against the increase
velocity. We observed th&F-LEACH protocol has higher number of rounds as comparéialet
others protocols, and MHEACH-1R Mobile protocol has more lifetime thaLEACH-M
protocol because when the velocity increases, -LEACH-1R Mobile protocol loses i
members quickly so the cluster intains just few members which consume less endrigg
number of rounds in LEACHI protocol decreases with the increase of velaoditg to the larg

amount of control packets (sensors located far fitwenCHSs)



CHAPTER IV: Simulation, Results, and Analysis

4.6.3.2. Control packets:
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Figure 4.23:Comparison of No. of control packeagainst the max veloc.

Figure 4.23presents the number of control packets versus #hecity for the three
protocols. It is clearly seen that the LEA-M protocols hasnore control packetdue to the
clustering method and the isolated nodes whichdrjoin CHs after two consecutive framr
However, FF-LEACHprotocol has more control packets when compareit-LEACH-1R

Mobile because of theew joirs to new CHs and relustering after certain peric

4.6.3.3. Lost packets:
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Figure 4.24:Comparison of No. of lost packeagainstMax velocity.
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Figure 4.24presents the amount lost packets versuthe increase of veloci for the
three protocols. The resuktow thaiFF-LEACH protocol has ledsst packetthan LEACH-M
and MH-LEACH-R Mobile protocols. This is due to the M-hop and the best clusteri
which maintains and allowthe isolated sensor to join CHs just after one &. In addition, the
number of lost packets increases with the increfselccity for the three protocols especia
for MH-LEACH-1R Mobile because the members quickly leave tHasters and stay far froi

them.

v Part two:
4.6.3.4. Number of rounds:
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Figure 4.25: Comparison of the lifetime of each proto

Figure 4.25resents thhumber of rounds of each proto@against the number of mob
nodes. We observed that EEACH protocol has higher number of rounds as compardte
others protocolshut the increase of mobile nodes can either inerédas lifetime or decrease
basedon members being still in the range of clusteramated far awa The lifetime of MH-
LEACH-1R Mobile protocodecreases with the increase of mobile nodes dteettarge ratio o

nodes that leaves the cluster.
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4.6.3.5. Control packets:
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Figure 4.26: Comparison of No. of control packeagainst Nb. of mobile nod.

Figure 4.26presents the number of control packets vethe increase of the number
mobile nodedor the three protocolResults show that MH-LEACH-1Rlobile has less control
packets because the sensors quickly leave theeclespecially if the coverage radius is s
However, FFEEACH and LEACF-M have almost the same number of control packetis thie
increase of the number of mobile nodes due to listering method in each round for LEA(-

M and the reclustering after certain period for -LEACH.

4.6.3.6. Lost packets:
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Figure 4.27:Comparison of No. of lost packeagainstNb. of mobile node.
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Figure 4.27presents the amount lost packets versutse increase the number of mok
nodes for the threprotocols. Theresults show that FEEACH protocol has less lost packets
than LEACH-M and MHELEACH-1R Mobile protocols. This is due to the best clistewhich
maintains the same members @llows theisolated and moving sensors to join CHs just ¢
one frame and the multiep which make in consideration the residual enefdyHs. It is clearly
seen that MH-LEACHER Mobile has more lost packets because a largdauof the membei
of cluster leavehe cluster quickly and stay far from the CHs ag (BH itself moved out th

cluster and loses all of its memb:

Conclusion of the & scenario:

At the end of simulation, we conclude tl
- The velocity and the number of mobile nodes carrawp the Ifetime of the network; either
the sensors get closer to the CHs or CHs get closéne BS which leads to less energy
transmit data.
- The increase of velocity and the number of mobibeles increase the number of the

packets due to the changechisters

4.7. Conclusion:

At the end of this chapter, and after the simufatbthe three scenarios we conclude
mobility can improve the lifetime of the two protis FF-LEACH and MF-LEACH-1R Mobile,
but LEACH-M leads to more control packets especially after ithcrease ovelocity or the
number of mobile nodes, i.e., the nodes canfar from their CHs. Due to the single h
LEACH-M needed more energy to transmit data. 'ake the number of round in consideratio
the application is not a real time. Otherwise, afeettle number of rounds and number of |
packets in the same time.

FFLEACH performed better than N-LEACH-1R Mobile in term of lost packets due
the method of clustering whicmaintainthe connectivity of the network and the m-hop that
takes in consieration the residual energy of CHs. In term of dilvery to CHs, F-LEACH is
better than the two other protocols because it tams the same members especially if
velocity is low. However, in term of data delivewy BS, FI-LEACH protocol perforred well
because it has more data delivery to CHs and 933 which means that it has the t

clustering and data aggregatic



Conclusion

Currently, Mobile wireless sensor netwcs (MWSNSsS) areone of very important
technology and areery dynamic research area where enhancements@seaatly being sougl
adding totheir applications are very numerous and di\, butthe major probleis in MWSNs
arethe conservation of the ene and the connectivity of the network.

In the first partof this these different routing protocols have been evaluaLEACH-M,
FF-LEACH, and MHLEACH-1R Mobile) in MWSN. These routing protocols are compa
using MATLAB environment on Windows. The comparison is based the number of control
packets, lost packetsumber of roundslive nodes, data delivery to CHSs, to the basemtadind
the residual energy in each round. We conductedethdifferent scenariowith different

parameters.

Performance of each protocol has been analyzedewaldiated in each scenario. (C
simulation results indicate tt the mobility affects the performance dH-LEACH-1R protocol
in different terms. In the two other scenarios-LEACH has the best performance in almos
metrics due to the best clustering and the efficreulti-hop properties inspired from the fire
algorithm which takes in consideration the resicerargy. On the other hand, I-LEACH-1R
Mobile protocol doesiot support mobility and has more lost packets beea@f the large numb
of sensors which moved out of clusters especiélixeiocity or the number of mobile nodes
high.

As a future work we may consider implementing other routing protocaismobile
wireless sensor networks and enhathem to produce morattractive and compelling protocc
with both MWSNs and WSNSs. This can be performededdmg on the application requireme
such as thenobile sink, both sensor nodes and sink are modoild,multiple sinks etc. Thus mc
research work needs to be done in the future tbtfe respective application scenarios for
proposed protocol with all the related factors takeo consideratic, as well a: making a large
study on the buffering of data when the sensore wselated or move
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